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The purpose of this thesis is to give a fully gauge-natural formulation of gravitation theory,
which turns out to be essential for a correct geometrical formulation of the coupling
between gravity and spinor fields. In Chapter 1 we recall the necessary background
material from differential geometry and introduce the fundamental notion of a gauge-
natural bundle. Chapter 2 is devoted to expounding the general theory of Lie derivatives,
its specialization to the gauge-natural context and, in particular, to spinor structures.
In Chapter 3 we describe the geometric approach to the calculus of variations and the
theory of conserved quantities. Then, in Chapter 4 we give our gauge-natural formulation
of the Einstein (-Cartan) -Dirac theory and, on applying the formalism developed in the
previous chapter, derive a new gravitational superpotential, which exhibits an unexpected
freedom of a functorial origin. Finally, in Chapter 5 we complete the picture by presenting
the Hamiltonian counterpart of the Lagrangian formalism developed in Chapter 3, and
proposing a multisymplectic derivation of bi-instantaneous dynamics.

Appendices supplement the core of the thesis by providing the reader with useful
background information, which would nevertheless disrupt the main development of the
work. Appendix A is devoted to a concise account of categories and functors. In Ap-
pendix B we review some fundamental notions on vector fields and flows, and prove a
simple, but useful, proposition. In Appendix C we collect the basic results that we need
on Lie groups, Lie algebras and Lie group actions on manifolds. Finally, Appendix D
consists of a short introduction to Clifford algebras and spinors.
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Introduction

Vos igitur, doctrinae et sapientiae filii, perquirite in hoc libro colli-
gendo nostram dispersam intentionem quam in diversis locis propo-
suimus et quod occultatum est a nobis in uno loco, manifestus fecimus
illud in alio, ut sapientibus vobis patefiat.

H. C. AGRIPPA VON NETTESHEIM, De occulta philosophia, I11, Ixv

It is commonly accepted nowadays that the appropriate mathematical arena for classical
field theory is that of fibre bundles or, more precisely, of their jet prolongations (cf., e.g.,
Atiyah 1979; Trautman 1980; Saunders 1989; Giachetta et al. 1997). What is less often
realized or stressed is that, in physics, fibre bundles are always considered together with
some special class of morphisms, i.e. as elements of a particular category. In other words,
fields are always considered together with a particular class of transformations.

The category of natural bundles was introduced about thirty years ago and proved to
be an extremely fruitful concept in differential geometry. But it was not until recently,
when a suitable generalization was introduced, that of gauge-natural bundles, that the
relevance of this functorial approach to physical applications began to be clearly per-
ceived. The notion of naturality traditionally relates to the idea of coordinate invariance,
or “covariance”. The more recent introduction of gauge invariance into physics gives rise
to the very idea of gauge-natural bundles.

Indeed, every classical field theory can be regarded as taking place on some jet pro-
longation of some gauge-natural (vector or affine) bundle associated with some principal
bundle over a given base manifold (Eck 1981; Kolat et al. 1993; Fatibene 1999).

On the other hand, it is well known that one of the most powerful tools of Lagrangian
field theory is the so-called “Noether theorem”. It turns out that, when phrased in modern
geometrical terms, this theorem crucially involves the concept of a Lie derivative, and here
is where the aforementioned functorial approach is not only useful, but also intrinsically
unavoidable. By using the general theory of Lie derivatives, one can see that the concept
of Lie differentiation is, crucially, a category-dependent one, and it makes a real difference
in taking the Lie derivative of, say, a vector field if one regards the tangent bundle as a
purely natural bundle or, alternatively, as a more general gauge-natural bundle associated
with some suitable principal bundle (c¢f. Chapter 2).

In Chapter 4 we shall show that this functorial approach is essential for a correct
geometrical formulation of the Einstein (-Cartan) -Dirac theory and, at the same time,
yields an unexpected freedom in the concept of conserved quantities. As we shall see,
this freedom originates from the very fact that, when coupled with Dirac fields, Einstein’s
general relativity can no longer be regarded as a purely natural theory, because, in order
to incorporate spinors, one must enlarge the class of morphisms of the theory.



Introduction

This is the general idea which underlies the present work. An interesting by-product
of this analysis is the successful systematization of the long-debated concept of a Lie
derivative of spinor fields. A synopsis of the thesis follows.

In Chapter 1 we recall the necessary background material from differential geometry
and introduce the fundamental notion of a gauge-natural bundle. Chapter 2 is devoted to
expounding the general theory of Lie derivatives, its specialization to the gauge-natural
context and, in particular, to spinor structures. In Chapter 3 we describe the geometric
approach to the calculus of variations and the theory of conserved quantities. Then,
in Chapter 4 we give our gauge-natural formulation of the Einstein (-Cartan) -Dirac
theory and, on applying the formalism developed in the previous chapter, derive a new
gravitational superpotential. Finally, in Chapter 5 we complete the picture by presenting
the Hamiltonian counterpart of the Lagrangian formalism developed in Chapter 3, and
proposing a multisymplectic derivation of “bi-instantaneous” dynamics, i.e. dynamics
with two evolution directions.

Appendices supplement the core of the thesis by providing the reader with useful
background information, which would nevertheless disrupt the main development of the
work. Appendix A is devoted to a concise account of categories and functors. In Ap-
pendix B we review some fundamental notions on vector fields and flows, and prove a
simple, but useful, proposition. In Appendix C we collect the basic results that we need
on Lie groups, Lie algebras and Lie group actions on manifolds. Finally, Appendix D
consists of a short introduction to Clifford algebras and spinors.

Most of the material contained in Chapters 2 and 4 is original and is partly based on
Godina & Matteucci (2002), Godina et al. (2000, 2001) and Matteucci (2002). The rest
of the thesis consists of the author’s original reformulation of standard material, often
supplemented by explicit calculations which would be difficult to find elsewhere in the
literature. Furthermore, §5.4 is original.



Chapter 1

Background differential geometry

Ubi materia, ibi geometria.
J. KEPLER, De fundamentis astrologiae certioribus, XX, 26

“Toyev mou &TL T8 Ohe %ol TovTi dloloel NUUEVOS Te YewUeTplag
xol un.
PraTo, Res publica, VII, ix, 527c

In this chapter we shall give a concise outline of some non-trivial concepts of differential
geometry used throughout the thesis. In particular, we shall introduce the fundamental
notion of a gauge-natural bundle.

1.1 Preliminaries and notation

Throughout the thesis, all maps are assumed to be of class C'°, while manifolds are
real, finite-dimensional, Hausdorff, second-countable and, hence, paracompact, unless
otherwise stated. The adjectives “differentiable” and “smooth” are regarded as synonyms
of C"*° and used interchangeably.

The canonical pairing between 1-forms and vector fields will be denoted by (-, ), and
the interior product of a vector field with a p-form by J (cf., e.g., Abraham et al. 1989).

The space of vector fields on a manifold M is denoted by X(M), the space of (dif-
ferential) p-forms on M by QP(M). The tangent [cotangent] space at a point z € M is
denoted by T, M [T M]. The tangent [cotangent] bundle of M is denoted by T'M [T*M].
The tangent map induced by a smooth map ¢p: M — N between manifolds is defined
to be the linear mapping T,p: T, M — T,y N such that (Tﬂp(@)) (f) = v(f o) for all
reM,veT,M, feC®N;R) (c¢f Appendix B). We shall denote by T'p: TM — TN
the total mapping given by T¢|r,pm = Trp. If ¢: M — N is a diffeomorphism, i.e. if
it is smooth and has a smooth inverse ¢=': N — M, then we can define the induced
cotangent map" Ty = (Top)™")*: TyM — T7, N and the corresponding total map-
ping T%p: T*M — T*N. In this case, we can also define the push-forward px& € X(N)
of a vector field £ € X(M) by ¢ as px& := Tpo £ o™, whereas, in order to define the

!'Note that in many texts the cotangent map is defined to be the inverse of this map. Our definition,
though, is the more useful one in a functorial context such as the one of this thesis.
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Chapter 1. Background differential geometry

pull-back p*w € QP(M) of a p-form w € QP(N) by ¢, ¢: M — N need only be a smooth
map. Indeed, for v € T, M, this is given by

(" w)a(v, - 1) = W) (Tep 0 v, Tap o v).

Lower-case Greek indices are assumed to be (holonomic) coordinate indices on M
and run from 0 to dim M — 1. Lower-case Latin indices are assumed to be anholonomic
indices on T, M = RY™M and run from 0 to dim M — 1. Lower-case Gothic indices are
assumed to label the fibre coordinates of a generic fibre bundle B over M (cf. §1.2).
Finally, upper-case calligraphic letters denote Lie algebra indices running from 1 to the
dimension of the algebra, whereas primed and unprimed upper-case italic letters denote
2-spinor indices running from 0’ to 1’ and from 0 to 1, respectively.

Let (0, := 0/0z"|,) be the natural basis of T, M corresponding to a set of local
coordinates (z*) around a point x € M, and (da# := da#|,) its dual basis. Define

dspy e = Opp 1 (- 2 (0yy 2ds) -+ +), (1.1.1)

where k=0,1,...,m — 1, m:=dim M, and ds := da® A--- Ada™ 1. The set (ds,,. )
forms a basis of the vector space A™ T M. On exploiting the formal properties of the
interior product and the fact that QP(M) = {0} for p > m, one easily finds that

da” ANds, = 67, ds, (1.1.2a)
da” Ads,, = (6%, ds, — 67, ds,), (1.1.2b)
da? A dsue = (6%, dsye — 0%, ds,e + 0% ds,). (1.1.2¢)
Furthermore, one has
1 Vi+1 VUm, /
dSM1-~~Mk = meﬂlmﬂk’/k+1m”m d.Z' VANEIIRNVAN d.fl? y (111 )
where e, ., = mld%, ---6™"Y, ;. Throughout, we use Bourbaki’s (1967) convention

on the exterior product, whereby a A f = a ® f —  ® a for any two 1-forms « and (3
on M.

1.2 Fibre bundles

Let M be an m-dimensional manifold and (2*)-} a set of coordinates on a chart (U, )
of M, U being an open subset of M and ¢: U — R™ a local homeomorphism. In the
sequel, we shall often denote any such chart simply by (U, z*), or even just (2%) if there
is no danger of confusion. Moreover, we shall denote by the same symbol z* both the
map ¢(U) — R and the composite map U — ¢(U) — R, as customary.

A fibred manifold is a triple (B, M, m), where B and M are two manifolds (called
the bundle or total space and the base, respectively) and w: B — M is a differentiable,
surjective map of constant rank » = dim M, called the projection. The preimage B, :=
71 (x) of a point z € M is a submanifold of B, called the fibre over x. A fibred chart
(V,2*,y*) of B is a chart such that (w(V),2?) is a chart of M. A fibred atlas is an atlas

4



1.2. Fibre bundles

of fibred charts; its transition functions read?

ot = pMat),

y/a — (I)a(I“, yb)'

Definition 1.2.1. We call a quadruple (B, M, w; F) a (differentiable) fibre bundle
over M if (B, M, ) is a fibred manifold and F is a manifold, called the standard (or
typical) fibre, such that for any @ € M there exist a chart (U, ¢) of M with 2 € U and a
diffeomorphism : 771(U) — U x F such that pr; o1 = 7, pr; denoting the projection
of U x F onto the first factor, i.e. onto U. Furthermore, if two charts of M (U,, ¢a)
and (Ug, ¢3) have a non-empty intersection, then the following diagram is required to be
commutative

¢71
7Y Us N Us) —22= (U N Us) x F—2= =1 (U, N Up)

S

Ua N Up

1o and 13 being the diffeomorphisms associated with U, and Ug, respectively. The pairs
{(Ua, a)}, or simply the maps {t,}, are called the (local) trivializations of the bundle.
Every fibre B, is naturally diffeomorphic to the standard fibre F'. The maps

Yag i=Pa 0 ths': (UaNUp) X F — (UsNUg) x F

are called the transition functions of the bundle; for any = € U, N Up they define a
diffeomorphism 1,4(x) of F into itself by

(Vas(2))(f) = Yap(a, f), fe€F

The dimension of B, of course, turns out to be the sum of the dimensions of M
and F'. When no confusion can arise, a fibre bundle (B, M, 7; F') will be denoted simply by
(B, M, ) or even B, just as the underlying fibred manifold or its total space, respectively.
A fibre bundle of the form (M x F, M, pry; F') is called a trivial bundle.

Let now G be a Lie group, i.e. a group which is also a (differentiable) manifold and
where the composition and inversion maps are differentiable®. Let G act on the standard
fibre F' of the bundle (B, M, m; F') in such a way that, for any transition function g,

bap(, ) = (2, aap(x) - [), (1.2.1)

aap(x) being an element of G and ‘-’ denoting the (left) action of G on F. Then we
say that (B, M,m; F;G) is a fibre bundle with structure group G or, for short, a
G-bundle. The maps aqg: U, N Uz — G are called the transition functions with values

2Here and in the sequel a notation like f(z#) is to be understood as a shorthand for f((z*)).
3For a concise introduction to Lie groups and Lie algebras see Appendix C.
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Chapter 1. Background differential geometry

in G and enjoy the following properties:

Aap(T)ap, (T) = Aoy (T)

for any z € U, N Uz N U, # &, juxtaposition denoting group multiplication.
A G-bundle (B, M, m; F; G) is called:

e a principal (fibre) bundle, if F = G, and the action of G on itself is simply the
group multiplication (on the left);

e a vector bundle, if F is a vector space V, and G is isomorphic to a subgroup of
the general linear group GL(V), acting on V in the standard way;

e an affine bundle (modelled on a vector bundle E [over M]), if F' is an affine
space A modelled on the standard fibre of E, and G is isomorphic to a subgroup of
the general affine group GA(A), acting on A in the standard way.

For instance, the tangent bundle T'M of an m-dimensional manifold M can be regarded
as a vector bundle over M with standard fibre R™ and structure group GL(m,R) since
the transition functions are linear on every fibre.

Let (B, M, ) be a fibred manifold and ¢: M’ — M a smooth map between manifolds.
By the pull-back of B by ¢ we shall mean the fibred manifold (¢*B, M’, pr,) with total
space o*B = {(2',y) € M' x B | n(y) = ¢(2') }. If (B’, M, 7') is another fibred manifold
over the same base M, then we can also define the fibred product (B X B', M, 7) of
(B,M,7) and (B, M, ') as the fibred manifold (7*B, M,r o pry). If (B, M,r) and
(B', M, ") are actually vector bundles, we shall usually write B @, B’ for B x, B,
which is consistent since (B &y B'), = B, @& B, for all x € M.

Now, let (B, M,n) and (B’,M',7’) be two fibred manifolds; a fibred (manifold)
morphism ® (over ) is the pair (¢, ®), where ¢ € C*(M,M"), & € C>(B,B’) and
7’ o ® = pom. Equivalently, the following diagram is commutative.

B—2-p

Wl lﬂ,

MTM/

A fibred isomorphism is a fibred morphism where both ¢ and ® are diffeomorphisms.
A fibred automorphism is a fibred isomorphism where (B, M’ ,7') = (B, M, ). A base-
preserving (fibred) morphism is a fibred morphism where M’ = M and ¢ = idy. If
a fibred manifold has an additional structure (of a vector, principal bundle, etc.), its
morphisms are defined in such a way that the fibre structure is preserved: so, for instance,
a “vector bundle morphism” is linear when restricted to the fibres.

A (local) section o of a fibred manifold (B, M, ) is a differentiable map from U C M
to B such that m o 0 = idy. A global section is a section defined on the whole of M.
All fibre bundles possess local sections, but not all bundles possess global sections, e.g.

6



1.3. More on principal bundles

a principal bundle admits a global section iff it is trivial?, whereas (smooth) vector and
affine bundles possess an infinite number of global sections provided the dimension of
their standard fibres is greater than one®. In particular, a vector bundle admits the
so-called zero section 0: M — B given by 0(z) =0, € B, for all z € M.

The vertical (tangent) bundle (VB, B, vp) of a fibred manifold (B, M, ) is defined
to be the submanifold ker(7T'7) C T'B such that V,B = ker(T,n) for any y € B. The
elements of the fibre (at y)

ViB={veTl,B|Tyn(v)=0¢€ T,M}

are called vertical vectors (at y) and can be regarded as vectors tangent to B which are
also tangent to the fibres of (B, M, 7). A vertical vector field is a differentiable map
T: M — VB such that T ovg o T = id,,. Locally,

0
T = 1%z, "
(z,9) (I’y)ayay’
(2*,9°) being local fibred coordinates around a point ¥, *(z,y) € B.
Vertical vector fields are just a particular instance of a larger class of vector fields,
called “projectable vector fields”. A projectable vector field = € X(B) over a vector
field £ € X(M) is a vector field on B such that

Tro==¢om
or, locally,
= (2, y") = (=),
whenever ¢ = ¢#0,|, and E = ZF0,|, + %04y, (z*,y*) being local fibred coordinates

around a point ¢ (z,y) € B. (In the sequel, we shall tend to omit the points at which
natural basis vectors are evaluated.)

1.3 More on principal bundles

In the sequel, we shall denote a principal bundle (P, M, ; G;G) simply by (P, M, m; G),
or even P(M,G) whenever we do not need to specify the projection .

Any principal bundle P(M,G) admits a (canonical) right action R: P x G — P
or, equivalently, R, = R(-,a): P — P locally given by

(Ra)a: Vo (x,b) = Y (x, Reb) = ) N, ba),

4Indeed, for any trivialization (U, ) of a principal bundle (P, M, 7; G; G), we can define the local
section 04 : ¥ € Uy = 04(z) := 1, (2, ¢e), where e denotes the identity of G. Then, if ¢, is global (and
hence the bundle is trivial), so is 0,. Conversely, if o, is global, 8018 ¥ : 04 (2)-a — VYo (0a(x)-a) = (z,a),
where a is an element of G and -’ denotes the right action of G on P (see the next section).

Indeed, if {(Uy,%q)} is a vector or affine bundle atlas, any smooth mapping ¢, from U, to the
standard fibre defines a local section z +— (7, o () on U,. Then, if {f,} is a partition of unity
subordinated to {U,}, a global section is readily given by z — Y fa(2)05 (2, ¢a(x)).

7



Chapter 1. Background differential geometry

which turns out to be independent of the trivialization used. Indeed, if {¢3} is another
trivialization of P(M, G), then certainly

¢;1<I, b) = w,gl(‘rv aﬁa<x>b)7
for some transition function ag,, whence the diagram

(Ra)a

Uy (x,b) ¥, (2, ba)

V5 (2, aga(2)b) Ve H(z, aga(x)ba)

is commutative, and globality follows. If v € P, we shall often simply write u - a for R,u.
The right action is obviously wvertical, i.e. u-a € P, for all u € P, and a € G, it is free,
ie.u-a=u,u € P, implies a = e, e denoting the unit element of G, and is transitive on
the fibres, i.e., if u,u’ € P,, then v’ = u - a for some a € G.

A homomorphism of a principal bundle (P, M, 7;G) into another principal bundle
(P', M’ 7'; G") consists of a differentiable mapping ®: P — P’ and a Lie group homo-
morphism f: G — G’ such that ®(u-a) = ®(u)- f(a) for allu € P, a € G. Hence, ® maps
fibres into fibres and induces® a differentiable mapping ¢: M — M’ by p(x) = 7' (®(u)),
u being any point in P such that 7(u) = x. A homomorphism ®: P — P’ is called an
embedding if ¢: M — M’ is an embedding” and f: G — G’ is injective. In such a case,
we can identify P with ®(P), G with f(G) and M with ¢(M), and P is said to be a
subbundle of P'. If M' = M and ¢ = idy,, P is called a reduced subbundle or a reduction
of P, and we also say that G’ “reduces” to the subgroup G.

A homomorphism ®: P — P’ is called an isomorphism if there exists a homomor-
phism of principal bundles W: P’ — P such that Vo ® = idp and ® o ¥ = idp,. An
isomorphism ®: P — P is called an automorphism.

In the sequel, we shall need only a restricted class of principal bundle morphisms.

Definition 1.3.1. Let P(M,G) and P'(M’, G) be two principal G-bundles. A principal
morphism from P to P’ is a principal bundle homomorphism ®: P — P’ such that

f=idg.

The class of all principal G-bundles over m-dimensional manifolds together with the
class of all principal morphisms between any two of them forms a category in the sense
of Definition A.1.18, which we shall denote by PB,,(G). In particular, we have

Definition 1.3.2. Let P(M, G) be a principal bundle. A (principal) automorphism
of P is a G-equivariant diffeomorphism of P onto itself, i.e. a diffeomorphism ®: P — P
such that ®(u-a) = ®(u) -a for all u € P,a € G.

We shall denote by Aut(P) the group of all automorphisms of P.

60ne can convince oneself that this is true by following almost exactly the same argument as the one
used in the proof of Proposition 1.3.4 below.

"We recall that a mapping ¢: M — M’ is an embedding if it is injective, and Tp@: TpyM — T oy M’
is injective for all x € M.



1.3. More on principal bundles

Definition 1.3.3. Let = be a vector field on P generating the one-parameter group {®;}.
Then, = is called a (right) G-tnvariant vector field if @, is an automorphism of P
for all t € R.

Now, if = is a G-invariant vector field generating the one-parameter group {®;} on P,
differentiating the expression ®;(u) - a = ®4(u - a) with respect to t at ¢t = 0 yields

(T.ﬁia o E) (u) = (E o Ra) (u)

for all w € P and a € G, or, equivalently,

(RJ)4E =

for all @ € G, i.e. Z is indeed “(right) G-invariant” (cf. §C.2).
We shall denote by X5 (P) the Lie algebra of G-invariant vector fields of P.

Proposition 1.3.4. Let (P, M,7;G) be a principal bundle. Each automorphism ® €
Aut(P) induces a unique diffeomorphism ¢: M — M such that mo ® = pom.

Proof. Since the right action of G on P is transitive on the fibres, if u,u’ € P,, then
u' = u - a for some a € G. Therefore, for such u and o’

(@) = 7(P(u- a)) = 7(D(u) - a) = 7(P(w)),

where the second equality follows from the fact that ® is a principal automorphism, and
the third one from the transitivity of the right action. Therefore, if we define ¢(x) to
equal w(®(u')), this is independent of the choice of w'. It remains to show that ¢ is a
diffeomorphism. So, let o be any (local) section of P defined in a neighbourhood U of z.
Then, ¢|y = 7o ® o o, demonstrating that ¢ is smooth at z: analogously one shows
that ¢! is smooth. Finally, ¢ is unique because 7 is surjective. O]

Locally, we can aways express an automorphism ¢ of P as

O(z,a) = (p(x), f(x)a) (1.3.1)

for all (x,a) € U x G, U C M, where p: M — M is the unique diffeomorphism such
that m o ® = p o w as per the previous proposition, and f: U — G is a local map.
Indeed, if 1,: 7 1(U,) — U, x G is a local trivialization of P(M, ), then, owing to
Proposition 1.3.4 (and the fact that G is a group), there must exist some ¢ € G such that

®(¢;l<x’a)) = ¢;1(90(x)7ac) (1‘3‘2>

for all 17! (x,a) € P. Furthermore, there certainly exists a local map f: Uy x G — G

such that f(z,a) = c. Now, from the definition of a right action and that of a principal
automorphism it follows that

O (z,ab)) = ¢ (z,a) - b) = ®(Y, (z,a)) - b

for all ¥;'(z,a) € P and b € G. Using (1.3.2) and the definition of R, once again, the

9



Chapter 1. Background differential geometry

previous identity can be rewritten as

U (), abf (w,ab)) = v (p(x), af (z, a)b).
This, in turn, implies that 3 )
bF(z,ab) = Fz, a)b
or, multiplying on the left by b1,
f(x,ab) = b f(x,a)b,

whence, setting a = e, .
fz,0) = 07" f(x)b,
where f: U, — G is a local map such that f(z) = f(x,e). But then, substituting

f(x,a) = a=tf(z)a for c into (1.3.2), we recover precisely (1.3.1). O

Corollary 1.3.5. Let P(M,G) be a principal bundle. Then, every G-invariant vector
field Z on P is projectable over a unique vector field & on the base manifold M.

Proof. From Proposition 1.3.4, if {®;} denotes the flow of =, then there is a unique
diffeomorphism ¢;: M — M such that mo ®; = ¢, o w. If we differentiate this expression
with respect to ¢ at ¢t = 0 and define £ € X(M) as %gpt‘t_o, then we get

Tro=Z=¢om,
and realize that £ is the required vector field. O]
Every G-invariant vector field =Z on P admits the following local representation:
=(2,0) = €()d, + EA(x)pa(a) (1.33)

for all (z,a) € UxG, U C M, where {(z) =: {#(x)0, and (p.) is a basis of right-invariant
vector fields on G given by (cf. §C.2)

PA(CL) = TeRa€A

at any a € G, (e4) being a basis of T,G = g. Indeed, in accordance with (1.3.1) and
taking Corollary 1.3.5 into account, the flow of = must be locally expressible as

Oz, 0) = (@), fi(x)a) = (@), Bafi(2))-

Differentiating this expression with respect to t at ¢t = 0, we get

E(x,a) =&(x) + TeR.Zc(2), (1.3.4)
where 5
Eelz) = — T.G=g.
(z) atft(l') i < g
Hence, on writing Z,(x) =: Z4(z)e4, we recover precisely (1.3.3). O

10



1.3. More on principal bundles

In the sequel, we shall need the transformation rule for a G-invariant vector field = un-
der a change of local trivialization, i.e. the transformation rule for (1.3.3) or, equivalently,
(1.3.4). Now, in accordance with (1.2.1), we can express any change of trivialization on P
by some transition function ¢ng: U, NUg x G — U, NUg x G satistying

Vap(r,0) = (,a0p(7)a) = (v, Raaas(x)) = (2, La,;(2)@) (1.3.5)

for all z € U, NUp, a € G, and some a,3: Uy, N Uz — G. Accordingly, the trivialization
change on TP induced by (1.3.5) will be represented by the transition function

T(:v,a)¢o¢53 Tx(Ua N Uﬁ) o T1,G— Tx(Ua N Ug) o T,G.
Then, all that is left to do is to evaluate T(; 4)tag on {(x) + TeRoZc (), which is:
Twa)Vap(é(x) + TeRaZe(2)) = £(x) + To(Ra 0 aap) 0 §(x) + ToLa,y(a) © TeRaZe ().
Now, the second term on the r.h.s. of this expression can be obviously rewritten as

Tx<Ra o aaﬁ) o 5(-17) = Taag(x)Ra o Txaaﬁ o 6(.73)
= TeRaaﬁ(x)a © Taaﬁ(x)Raag(x)—l © Tmaaﬁ © 5(3:)7

whereas for third one we have:

TaLaaﬁ(m) 0] TeRaEe(Z') = T€<Laaﬁ($) ¢ Ra) ¢ E€<£IZ')
= Te<Ra o Raa@(x) o Raaﬁ(az)—l o Laaﬁ(m)) o Ee(a:)
- TeRaag(w)a o Adaaﬁ(m)Ee(x)>

Ad denoting the adjoint representation of G (cf. §C.2). Thus, we are finally left with

T(x7a)¢aﬂ(§($) + TeRaEe<x)) - E(CL’)
+ TeRaag(at)a o (Taag(m)Raag(x)—l o Tmaaﬁ o f(&?) + Adaaﬂ(x)Ee(x)). (136)
Specializing this result to the situation when £ = 0, we obtain

T(w,a)waﬁ(TeRaTe(x)) = TeRaaﬁ(g;)a o Adaaﬂ(a:)Te<x) (137)

as the transformation rule for any vertical G-invariant vector field T on P. Making use
of (1.3.3), replacing a with b and then setting a(x) := a,s(z), we can rewrite (1.3.6)
and (1.3.7) in a slightly more evocative form, as

E(z,a(x)b) = &(2)0, + (Tu@) Ra(x)-1 © £"(2)0,a(z) + Ada) Ze(2)) pala(z)b) (1.3.8)

and

T, a@)b) = (Ady Yol@))Apalale)b), (1.3.9)

respectively.

11



Chapter 1. Background differential geometry

1.3.1 Bundle of linear frames and G-structures

Definition 1.3.6. Let M be an m-dimensional manifold and B, the set of all bases of
T,M =R"™ z € M. Let LM denote the disjoint union [],c;; B,. Since B, is isomorphic
to GL(m,R) for all z € M, LM (M,GL(m,R)) is a principal bundle known as the bundle
of linear frames over M.

If (U, 2*) is a chart on M, a local trivialization of LM over U is given by the chart
(7= (U); 2>, u”y, = e,), where the coordinates (e,*) are the components, relative to the
basis (d,), of the vectors (e,) forming a basis of T, M, i.e.

eq = €," 0.

Definition 1.3.7. Let G be a Lie subgroup of GL(m,R). By a G-structure on M we
shall mean a subbundle P(M,G) of LM.

According to the previous definition, the principal bundles (over M) LM, CSO(M, g) and
SO(M, g) with structure groups GL(m,R), CSO(p, q)¢ = SO(p, q)¢ x Rt and SO(p, q)¢,
respectively, where ¢ is an otherwise unspecified metric tensor on M of signature (p, q)
and p+ g =m (cf. §C.1), are all examples of G-structures on M.

Now, in accordance with (1.3.3), a G-invariant vector field on a G-structure P(M, G)

will be locally written as
= =10, + Z%pa", (1.3.10)

where (p,°) is a basis of G-invariant vector fields in their fundamental representation on
gl(m,R), i.e. in their lowest dimensional faithful (linear) representation on gl(m,R). If
(z#,u%) denote local fibred coordinates around a point ¥, '(x,a) € P, then

b a

b pu—
pa’(a) = weoay o

a

Indeed, in these coordinates, the natural basis of T,G = g reads (9/0u%|.), whence

pa’(a) = T.R, -2

a@Juy |,
o c b 0
- TeRa5 a5 d@ucd .
__sc b e 0 _ b 0
—5a5eadaucda—acﬁacaa
having set a’ := u% o a. O

Analogously, a vertical G-invariant vector field on a G-structure P(M,G) will be

locally expressible as
T = T%p,". (1.3.11)

Hence, transformation rules (1.3.8) and (1.3.9) specialized to (1.3.10) and (1.3.11) read
E/ab — €Mauaacacb + a/acEcdddb, (1312)

a% = (a=1)%, and
1'% = a%Ta%, (1.3.13)

12



1.4. Associated bundles

respectively. In particular, on LM one can choose a%, = 6%, corresponding to the change
of basis 9, — e, = €,"d,, |le.”]| := [|60%]~". Then (1.3.12) becomes

Eab = eb”f“aﬁay + Q“uE“,,eb” (1314)

and, correspondingly,
EF, = 0%810,e.” + €2, (1.3.14')

Remark 1.3.8. Note that, in general, (1.3.14) and (1.3.14’) do not make sense on any
G-structure other than LM . This is because the e,*’s cannot be regarded as local coordi-
nates on any proper Lie subgroup of GL(m,R). In Chapter 2, though, we shall introduce
the important concept of a G-tetrad, thanks to which we shall be able to regard (1.3.14)
and (1.3.14’) as the transformations between a GL(m, R)-invariant vector field on LM and
the corresponding (G-invariant) Kosmann vector field on a given G-structure P(M,G)
(provided G is a reductive Lie subgroup of G: c¢f. Corollary 2.4.14 and Definition 2.3.1
below).

1.4 Associated bundles

Let P(M, G) be a principal bundle and A: G x F' — F a left action of G on a manifold F'.
The associated (fibre) bundle P x, F, or simply (P x F)/G, is the G-bundle over M
with standard fibre F' whose total space is the quotient of P x F with respect to the
equivalence relation

(W, f)~(u,f) &= FacG|v =u-aand f'=a - f:=Na',[), (1.4.1)

which is clearly a right action of G on P x F. The equivalence classes will be denoted
by [u, f]x. Indeed, if ¥,: 71 (U,) — U, X G is a local trivialization of P(M, ), we can
define a local trivialization (¥y)a: 7y '(Uys) — Uy X F of P x F as

(¢A);1($7 f) = thzl(x’ 6)7 .ﬂ/\

for all (z, f) € U, X F, e denoting the unit element of G. The map q: P x F — P x, F':
(u, f) — [u, f]x is known as the quotient map.
As an example, consider the following left action of GL(m,R) on R™:

. 1.4.2
A: (%, v%) = 0" = %’ ( )

{A: GL(m,R) x R™ — R™

If we choose a set of adapted coordinates (2, u#, = e,*) on LM, a corresponding set of

coordinates on the associated bundle LM x, R™ is given by the quotient map

q: LM x R™ — LM x, R™
(1.4.3)

q: (ZL‘A, ea”,vb) — (:B’\,y“ = eb“vb) '

It is then immediate to realize that LM x\R™ = T'M, i.e. that LM x ,R™ is (canonically)
isomorphic to the tangent bundle of M: indeed, (1.4.2) and (1.4.3) simply state that a

13



Chapter 1. Background differential geometry

point in LM x, R™ is an object which transforms like a vector in the classical sense.
Analogously, one can show that the cotangent bundle and, more generally, any tensor
(density) bundle over M may be regarded as a (vector) bundle associated with LM.

Note, though, that, if we have a metric tensor g on M of signature (p, q), we could
also consider the action

(1.4.4)

Y
N (a%,v") = ' = a%°

{ N:SO(p,q)¢ x R™ — R™

and the associated fibre bundle SO(M, g) x » R™ would be still isomorphic to TM. Hence
we see that the tangent bundle and, more generally, any tensor (density) bundle over M
could be equally well regarded as a (vector) bundle associated with SO(M, g).

1.5 Principal connections

Definition 1.5.1. Let P(M,G) be a principal bundle. A principal connection on P
is a fibre G-equivariant projection s: TP — VP such that » o s = s and im s = VP.
Here, “G-equivariant” means that TR, o »x = »x o TR, for all a € G.

It follows that HP := ker s is a constant-rank vector subbundle of TP, called the horizon-
tal bundle. We have a decomposition TP = HP®VP and T,P = H,P®V, P for allu € P.
Then, s is also called the wvertical projection and the projection y := idyp — 22, which
is also G-equivariant and satisfies y o x = x and im y = ker s, is called the horizontal
projection.

Equivalently, ¢ can be viewed as 1-form in Q'(P, TP), which, owing to its G-equiv-
ariance, locally must be of the form

s = (7 4+ Wi (7) da") ® pa, (1.5.1)

(m4) denoting the basis of (right) G-invariant forms on G dual to (p4). Analogously, x
must locally read
X = da* @ (9, — wu(2)pa)- (1.5.2)

Given a G-invariant vector field = on P locally given by (1.3.3), we can then define its
horizontal and vertical parts as

[

and

[1]«

respectively. Locally,

= gﬂau - WAufupAa
= (EA + wAufu)pA-

(1l [1)>

Remark 1.5.2. Note that, although the general definition of a vertical vector field on P
is independent of the choice of a connection (cf. §1.2), both the horizontal and the vertical
part of a G-invariant vector field on P depend on the particular connection chosen. In
this context, a vertical (G-invariant) vector field on P could be defined as a (G-invariant)
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1.5. Principal connections

vector field (on P) which coincides with its vertical part for any connection s on P.

Regarding x as 1-form on M, which we shall denote by the same letter, we can define
the horizontal lift € of a vector field € € X(M) onto P as £ := & 1 y. Locally,

£ =¢r0, —wherps == (1.5.5)

Let now P x, I be a fibre bundle associated with R We can define a horizontal lift f A
of a vector field £ € X(M) onto P X, F induced by & as

&([u, f13) = Toupa(€(w) + 0p (1)), (1.5.6)

q: P x F — P x, F denoting the quotient map, and Op the zero vector field on F'. This
horizontal lift implicitly defines a 1-form y, on P x, F with values in T'(P x, F') by
Edxn = é,\. Such a 1-form is known as the induced connection on P x, F. Also, we
can define the covariant derivative Vo of a section o: M — P x, F with respect to
a vector field £ € X(M) as

Veo = Toof—Eyoo. (1.5.7)

Furthermore, if I’ is a (finite-dimensional) vector space V and A\: G — GL(V) is a repre-
sentation of G on 'V, we can define the covariant exterior derivative Da of a p-form «
on M with values in the vector bundle P x, V by the formula

p ~
Da(,..., €)= (-1)"V, A& n s €)
1 p+1 i=1 i i p+1
+ Z ( 1>Z+JO‘([§’§]’§’""g’“"?“"pi)’ (1.5.8)

£ € X(M), a hat over a vector field denoting that it must be omitted. Of course, for a

EP X V)-valued 0-form o on M, we have £ 1 Da = Da(é) = Vea.

Now, let g denote the Lie algebra of G and let (u,&) € P x g. It is clear that the
mapping (u, &) — (T(u,e)R)(Ou,fe) defines a vector bundle isomorphism P X g sSvp
over P, i.e. VP is trivial as a vector bundle over P. Therefore we have that w(v) :=
(T.Ly) " 5(v) is in g for all v € T,P, L, denoting the partial mapping R(u,-): G — P.
In this way, we get a g-valued 1-form w € Q!(P; g), known as the connection 1-form.

Proposition 1.5.3. If s € Q(P;VP) is a principal connection on a principal bundle
P(M,@G), then the connection 1-form satisfies the following properties:

(1) w(T.Lué) = €. for all &, € g;
(ii) ((Ra)*w> (v) = Ad,—1w(v) for alla € G and v € T, P.

Conversely, a 1-form w € QY P;g) satisfying (i) defines a 1-form 3 € QY(P;VP) by
#(v) = T, Lyw(v), which is a principal connection iff (i) is satisfied.

Proof. The proof of the proposition readily follows from direct computation.
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(i) From the definition of w and the verticality of T,L,&, one obtains:
T.L(T.L&) = H(T.Lu&) = T.L.G.
for all £ € g. Since T.L,: g — V, P is an isomorphism, the result follows.
(7)) First, note that (cf. §C.1)
(Ra o Eu)b =Ru-b=u-aa 'ba=u-al,-1b= (I:ua o I,-1)b.
for all a,b € G, u € P. Hence (cf. §C.2),
(TuRa 0 ToLy)ée = To(Ro 0 Ly)ée = To(Lua © Iim1)ée = TeLug 0 Adg & (1.5.9)
for all & € g. Now, from the definition of w we have that
T.L,.o0 (}?a)*w oV = Teiu.aw(Tuﬁav) = %(TuRav) (1.5.10a)

for all v € T,P. On the other hand, using (1.5.9), the definition of w and the
G-equivariance of s,

T.Lyq 0 Adg-1w(v) = (TyRy 0 ToLy)w(v) = TyRes(v) = (T, Rov).  (1.5.100)

Now, from (1.5.10) and the fact that T.Lyo: g — VP is an isomorphism the
result easily follows.

This completes the proof. n

Now, let (P, M,7;G) be a principal bundle. Let {U,} be an open covering of M
with a family of trivializations ¢, : 77 *(U,) — U, X G and the corresponding family
of transition functions an.g: Uy, N Uz — G. For each a, let 0,: U, — P be the section
on U, defined by o,(x) = ¢, (z,e), z € Uy, e denoting the identity of G. Let @ be the
(left-invariant g-valued) canonical (or Maurer-Cartan) 1-form on G defined by

0(&e) = &
for all &, € T.G = g or, equivalently,
O(v) =T,L,~1v
for all v € T,G. For each non-empty intersection U, N Ug, define a g-valued 1-form on

U, NUgs as
%
eaﬁ — aaﬁe,

and, for each «, define a g-valued 1-form w, on U, as
*
Wo = O, W.

Then, we have the following
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Proposition 1.5.4. On U, N Upg, the forms 0,5 and w, are related by the formula
wg = Ada—gwa + Qag. (1.5.11)

Conversely, for every family of g-valued 1-forms {ws} each defined on U, and satis-
fying (1.5.11), there is a unique connection 1-form w which gives rise to {ws} in the
described manner.

Proof. This is a classical proposition: we shall give Kobayashi & Nomizu’s (1963) proof
in a slightly modernized notation. If U, NUg is non-empty, then o3(r) = 04(7) - aas(r) =

Ra,5(2)00(T) = Lo, (2)0ap(x) for all ¥ € U, NUp since the right action is transitive on the
fibres. Now,

Trop(v) = Te(0a - ap)(v)
= To’a(x)Raaﬁ(m) o Txaa(?}) + Taa/@(x)Lga(z) o Tmaaﬁ('u) (1.5.12)

for all v € T,,(U, N Up). Applying w on both sides of (1.5.12) yields
wg(v) = Adaaﬁ(x)_lwa(v) + Hag(v), (1.5.13)

which is clearly equivalent to (1.5.11). Indeed, as far as the L.h.s. of (1.5.13) is concerned,
we obviously have

u)(T:CJﬁ(U)) = U;w(v) = wg(v).

As for the first term on the r.h.s., it follows directly from Proposition 1.5.3(77). Finally,
let € be the left-invariant vector field on G which equals T,a,5(v) at a := ans(z) so that
0o (V) = 0(Tpa05(v)) = TuL,-1€(a) = E(e) € g. Now, set u := 0,(x) - anp(z). With these
substitutions the second term on the r.h.s. of (1.5.12) can be rewritten as

TyLya-16(a) = To(Ly 0 Ly-1)&(a) = ToLy 0 TyLy-1€(a).

On applying w to this expression and using Proposition 1.5.3(), we find precisely 0,5(v),
as required. This concludes the proof of the first part of the proposition.

The converse can be easily verified by following back the process of obtaining {w,}
from w. O

Locally, setting a := a,g, we can rewrite transformation rule (1.5.11) as
w'A#(x) = (Ada(x),l)ABwB“(g(;) + (Ta(m)La(xrl@Ma(w))A, (1.5.14)

where the w*,’s are precisely the ones appearing in (1.5.1) and (1.5.2).

1.5.1 Linear connections

Definition 1.5.5. A principal connection on the bundle of linear frames LM is called a
linear connection on M.

Now, if P(M, G) is a G-structure on M, then, in the notation of §1.3.1, transformation
rule (1.5.14) will read

/a ~a c ~a  C d
W%, = a"0,a% + a"w ,a%.
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In particular, on LM, if we make the choice a*, = e,*, then we have
Why = 0%0ue” + 017, e (1.5.15)

as the transformation rule for a linear connection on M corresponding to a change from
holonomic to anholonomic coordinates®. Similarly to (1.3.14) above, (1.5.15) does not
make sense on any G-structure other than LM. Also in this case, though, after the
introduction of the notion of G-tetrad in Chapter 2, it will be possible to regard (1.5.15)
as the transformation rule between a principal connection on a G-structure and a linear
connection on M (cf. Remark 1.3.8).

Clearly, in the case of a change of holonomic coordinates (z*) ~— (2/*), (1.5.15)
specializes to the well known transformation rule

_ox'P 9%ar oz’ dx™ Ox¥ _

I, (1.5.16)

re,, —1re,, =
e YR 9xe Ox'rOx T Oxe Ox'v Ox'H

We conclude by giving the local expressions for x on LM, i.e.
X = da" @ (9 — whupa’),
pa’ = 60°,0/00%,, or [cf. (1.5.15)]
X =da" ® (0 — 0upp”),
Py’ = e,”0/0e,’, and for x, on TM = LM x, R™, i.e.
XA =da ® (0, — w“buybea),

eq = €10, or
xa = de* ® (9, — I'",,y"0,),

y* = 6%,y*, obtained on using (1.5.6). Hence, on applying (1.5.7), we find
Ven = €40 + W’ )ea

or, equivalently,

Ven = 40" +T,m")0,,
n* = 6%n*, as the local expression of the covariant derivative of a vector field n € X(M)
with respect to another vector field £ € X(M): this calculation can be easily generalized

to any tensor (density) field on M. Note also that, if we define a torsion tensor 7 on M
as

7(£,¢") = Ve& = V£ — [€, ¢, (1.5.17)

we can implicitly define the transpose x of the linear connection y by means of the

8The use of a different kernel letter to denote a linear connection “in holonomic coordinates” is due
in part to historical reasons, and in part to reasons which will become apparent in the sequel. Note
also that in order to adhere to the conventions of most relativists, our I'”,, differs from Kobayashi &
Nomizu’s (1963) by the order of subscripts, and from Kolaf et al.’s (1993) by a sign.
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associated covariant derivative operator V on TM given by
Ven = Ven —(&,m),
which is well defined, and locally reads
Ven = €(0un" + &%un’)ea (1.5.18)

or, equivalently, . .
Ven = &4(0un” + I,m")0,,

where w%,, := 0°,e,"w?, and fpl,u := I'”,,. The connection x is then called torsionless or
symmetric if 7 = 0 or, equivalently, ¥ = y. In this case, of course, we also have V = V
and I'’,, = I'",,. Finally, if (M,g) is a (pseudo-) Riemannian manifold (c¢f. §D.2), a
linear connection y on M is called the Levi-Civita (or Riemannian) connection if it is
symmetric and metric, i.e.

Vg =0, (1.5.19)

‘V’ denoting the associated covariant derivative operator on \/*T*M, and ‘\/’ the sym-
metrized tensor product. In this case, y is unique.

1.6 Natural bundles

Many of the fibre bundles one normally uses in physics—such as the tangent, cotangent
and, more generally, any tensor (density) bundle—are nearly always considered together
with a special class of morphisms, according to which all fibred coordinate changes are
induced by some coordinate changes on the base. E.g.; in the case of the tangent bundle,
equipped with fibred coordinates (2, y*), once the base coordinate change z* +— z'* :=
©*(x#) is given, the fibred coordinate change

o = MNat), (1.6.1a)

Yyt = 0kt YY) = Iy (1.6.10)

is uniquely determined [here, ||J*, := dp*/0x#|| denotes the Jacobian matrix of transfor-
mation (1.6.1a)]. Analogously, in the case of the cotangent bundle, equipped with fibred
coordinates (2*,y,), for the same base coordinate change we have

o 2 = M), (1.6.2a)

Y — y:L = CI)M(CCA: yu) = (J_l)uyyu- (1'6'2b)

Fibre bundles of this kind are called “bundles of geometric objects” or—when con-
sidered together with this special class of morphisms—“natural (fibre) bundles”. In the

latter functorial sense’, they were first introduced by Nijenhuis (1972) (see also Salvioli
1972; Ferraris & Francaviglia 1983a; Kolar et al. 1993). Their precise definition follows.

9For a short account on categories and functors see Appendix A.
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Chapter 1. Background differential geometry

Definition 1.6.1. Let FM be the category of fibred manifolds and fibre-respecting mor-
phisms, and MFf,, the category of m-dimensional manifolds and local diffeomorphisms.
Let Ob(:) denote the class of the objects of a given category. A matural bundle is a
functor .#: Mf,, — FM such that:

(i) every manifold M € Ob(MfF,,) is transformed into a fibred manifold (%M, M, ) €
Ob(FM);

(ii) every local diffeomorphism ¢: M — M’ between two manifolds M, M' € Ob(MFf,,)
is transformed into a fibre-respecting morphism % ¢: M — FM' over o;

(711) for every open subset U C M, M € Ob(MJf,,), U = 7 }(U) and the inclusion
v: U — M is transformed into the inclusion F¢: 7= 1(U) — FM.

A section of (FM, M, ) is called a natural object or, sometimes, a field of geometric
objects. 1f (M, M,n) has an additional structure of a vector [affine] bundle and its
morphisms {F ¢} are vector [affine] bundle morphisms, then it is called natural vector
laffine] bundle.

Remark 1.6.2. It should be clear from its very definition that a natural bundle . au-
tomatically induces a fibre bundle structure on the fibred manifold (.#M, M, ), thereby
justifying its name. Indeed, one can show that for any m-dimensional manifold M the
quadruple (FM, M, 7; FyR™) is a fibre bundle over M, Z,R™ denoting the fibre of ZR™
over 0 € R™ (cf. Kolaf et al. 1993, §14.2). In any case, in §1.10 we shall see an explicit
construction of (gauge-) natural bundles as fibre bundles associated with a particular
class of principal bundles (and morphisms thereon).

Remark 1.6.3. Nijenhuis’s (1972) original definition of a natural bundle contained the
following additional (regularity) condition:

(i) if M, M" and M" are three objects in Mf, and ¢: M" x M — M’ is a smooth
map such that for all x € M” the maps ¢, := @(z,-): M — M’ are local diffeo-
morphisms, then the map Fp: M" x FM — FM' defined as Fo(x,-) := Fp, is
smooth.

Epstein & Thurston (1979) proved that this condition actually follows from the previous
three.

From Definition 1.6.1 it follows immediately that the tangent [cotangent] bundle 7'M
[T*M] of an m-dimensional manifold M is a natural (vector) bundle (over M). Indeed,
it is a functor

T:M —TM [T*: M — T"M]

given by
(i) T(U):=TU [T*(U) := T*U] for any open submanifold U of M,
(1) T(p) :=Te [T*(p) =T = ((Tp)~1)*] for any local diffeomorphism ¢ of M.

Analogously, it is immediate to realize that any tensor (density) bundle is a natural
(vector) bundle.
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1.6. Natural bundles

Remark 1.6.4. In the sequel, we shall often not distinguish between a natural bundle .#,
the fibred manifold (%M, M, ), or even the total space FM itself. What is important
to realize, though, is that % is a functor, i.e. the object (FM, M, r) together with a
particular class of “naturally induced” morphisms.

Definition 1.6.5. Given a vector field £ € X(M) and a natural bundle .%, we can define
the natural lift ¢ € X(FM) of £ as

0

Fei= =Tl (1.6.3)

where {p;} is the flow of &.

Roughly speaking, .7 ¢ is obtained by differentiating the bundle transition functions
with respect to the parameter time t. We shall explain this by means of two fundamental
examples: the natural lifts onto the tangent and cotangent bundles.

The transition functions of the tangent [cotangent] bundle are essentially given by
egs. (1.6.1) [(1.6.2)]. Set then

2= pp(ah) = 2 H N ") + ONE) = o = (o) = 2 — 1M (™) + ON(#?)
and
it y’) =yt et ) O ) (Y@ ) = g+ €@ 1) + O,u(8) ],
On substituting these expressions into (1.6.1b) [(1.6.2b)], we get

Yt + OM(2) = (8%, +t9,€" + 0,0"(t))y",
[yu + téu + Ou(t2) = (5Vu - talugu + 8/uOy(t2))yu ]
On differentiating the previous equation with respect to t at ¢ = 0, one gets immediately
& =y"0,6" (& =-10.£"], (1.6.4)
7 0 0 0 0
T:Ai Vl/ui T*:Ai_yﬁ Via
which is the natural lift of £ onto the tangent [cotangent] bundle.

Remark 1.6.6. This derivation is easily extended to any tensor (density) bundle.

Proposition 1.6.7. Let & and n be two vector fields on M. Then,
[F& Fn] = F& ).

Proof (Kolér et al. 1993). First, note that .# induces a smooth mapping between the
appropriate spaces of local diffeomorphisms, which are infinite-dimensional manifolds.
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Chapter 1. Background differential geometry

Then, apply .# to the curves (B.2.1) of Appendix B to get:
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)
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which proves the proposition. O

1.7 Jets

Definition 1.7.1. Two curves v,0: R — M are said to have contact of order k
at zero if, for every smooth function f: M — R, all derivatives up to order k of the
difference f oy — f o § vanish at 0 € R.

In such a case, we write v ~ d. Obviously, ~ is an equivalence relation.

Definition 1.7.2. Two maps ¢, ¢©': M — N are then said to determine the same k-jet
at x € M if, for every curve v: R — M such that v(0) = x, the curves p oy and ¢’ oy
have contact of order k at zero, and we shall write j¥p = jF¢’.

Now, let (B, M, ) be a fibred manifold.

Definition 1.7.3. The set J*B of all k-jets of the local sections of (B, M, ) has a natural
topology of a fibred manifold over M, denoted by (J*B, M, 7*) and called the k-th order
jet prolongation of (B, M, ).

Remark 1.7.4. If (B, M, ) is a bundle, so is (J*B, M, *).

The adapted fibred chart on J*B induced by the chart (V, z*,4?) on B will be denoted
by (J*V,z*,y%,), where p is a multi-index of length || such that 0 < || < k. Moreover,
we shall set 0,* := 0/dy", for |pu| >0, and 0, := 0y, 0--- 00, for p = (us,..., ).

If o: M — B is a section of (B, M, ), its k-th order jet prolongation is the section
j*o of (J*B, M, %) locally given by

Y% 00 = 0,0° (1.7.1)

where 1 < |p| < k and 0® := y* o 0. Vice versa, a section of (J*B, M, %) which
is the k-th order jet prolongation of some section o: M — B is called a holonomic
section. Furthermore, if ®: B — B’ is a fibred morphism between two fibred manifolds
(B, M,7) and (B, M’ ;") over a diffeomorphism ¢: M — M’ we define its k-th order
jet prolongation J*®: B — B’ by requiring

JE® o jho = jF(@ooop oy (1.7.2)

for all sections o: M — B. It is easy to realize that, with (1.7.2), J*: FM — FM
becomes a functor in the sense of Definition A.2.1, and hence a natural bundle known
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1.8. Horizontal and vertical differential

as the k-th order jet bundle. We shall denote by 7} the canonical projections from
J*B to J"B for k > h and set J°B := B. It is easy to see that (J*B, J¥"1B, 7k ) is a
(natural) affine bundle modelled on the vector bundle \/* T*"M ® jx-15 VB, ‘V** denoting
the k-th symmetric tensor product.

1.8 Horizontal and vertical differential

A form w € QP(J*B), k > 1, is called a contact p-form if
(j*0)*w =0 (1.8.1)

for any section o of (B, M, ). Contact 1-forms are linear combinations of the basis
contact forms (9%,) of J*B, defined as

0%, = dy’y — ¥ da”,

0< |p| <k—1][cf,eg., (1.8.3) and (1.8.21) below|. By a horizontal p-form on (B, M, )
we shall mean any form w € QP(B) such that

{T} being vertical vector fields (cf. §1.2). Locally, a horizontal p-form w reads

1
W= —Way..ap dz® A - Ada®. (1.8.2)
p!

Horizontal p-forms span a subspace Qf(B) of QF(B).
If w e QY(B), on J'B we can decompose it as follows:

(m3)*w = w,, do* + w, dy®
= w, do" + we(dy® — ¢, do* + y°, dzt)
= (wy + wa y%,) dat + w0, (1.8.3)

namely we can express (7})*w as the sum of a contact 1-form w,¥® and a horizontal

1-form on J'B,
h(w) = (w, + way%,) dat, (1.8.4)

called the horizontal part of w. Such a definition can be extended to 1-forms on any jet
prolongation of B, i.e. to forms w € Q'(J*B). If

w = w, dz” + wt dy’y,
is a 1-form on J*B, one defines the operator h: Q' (J*B) — Qi (J*1B) as
h(w) = (w, + we" ¥, ) da”. (1.8.5)
It is possible to extend the previous definition also to O-forms, i.e. to smooth functions
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Chapter 1. Background differential geometry

from J*B to R, by setting
h(f) =T, (1.8.6)

for any f € QY J*B) = C*°(J*B;R). Finally, we can extend the definition of h to any
p-form by using the fact that there exists a unique linear operator

h: QP(J*B) — Qb(J*'B)
that coincides with the previous definitions for p = 0 and p = 1, and satisfies the property
h(w A x) = h(w) A h(x) (1.8.7)

for any two forms w e y. Furthermore, the contact part k(w) of a form w € QP(J*B),
defined as
k(w) = (mc") w — h(w),

is always a contact form. Therefore,
(7o) w = (7" 0)h(w) (1.8.8)

by (1.8.1), where, on the Lh.s., we simply wrote w for (7)™ )*w, it being hereafter under-
stood that a form w € QP(J*B) need first be pulled back onto J**1B to be decomposed
into its horizontal and contact parts [cf. (1.8.3)].

The horizontal differential dy: Q5(J*B) — Q8 (J*1B) is defined as
dyw = h(dw). (1.8.9)
for any w € QF(J*B) and is such that
da(w A x) =dpw A x + (—1)Pw A dux. (1.8.10)
If we define the formal (or total) derivative d,: Q°(J*B) — Q°(J*"'B) as
dof =0 f + Y w0t f, (1.8.11)

for any function f € Q°(J*B), then we have

duf = d, f da” (1.8.12)
and
d,d, f = dod,f. (1.8.13)
More generally, if w € Qf(J*B), one has [cf. (1.8.2)]
1
dnw = —dya, _a, A A dz® Ao A da®. (1.8.14)
p!

Thus, property (1.8.13) entails

if w is a horizontal form (or a function).
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1.8. Horizontal and vertical differential

Now, it turns out that any p-form on J*B can be expressed as a linear combination
of exterior products of horizontal forms and basis contact forms. Therefore, if we define

dpd®, = Ao,

and require that dy be linear and satisfy property (1.8.10) for any pair of forms w and Yy,
the definition of horizontal differential can be uniquely extended to any p-form. Fur-
thermore, because of the way in which we defined the horizontal differential on contact
forms and of its properties on horizontal forms, identity (1.8.15) holds also for any p-form
w € QP(J*B).

Finally, note that horizontal differential and formal derivative are defined in such a
way that, if o is a section of a fibred manifold (B, M, ), then

(7*o)*dpw = (j*0)*dw = d[(j*0)*w]

for any w € QP(J*B), and
(duf) 03" o = 0u(f 0 j*0) (1.8.16)

for any f € Q°(J*B). Moreover,
hod=dyoh. (1.8.17)

We can now define the wertical differential dv: QP(J*B) — QPFY(J*TB) as the
difference between the standard and the horizontal differential, i.e.

dyw := dw — dyw (1.8.18)

for any w € QP(J*B). It is immediate to see that the vertical differentials of the base
coordinates (2*) vanish and the vertical differentials of the coordinates (y%,) are nothing
but the base contact forms (¥°,). Furthermore, the vertical differential of any p-form is
always a contact form, and the horizontal part of a vertical differential always vanishes.
Finally, from the properties of the standard and the horizontal differential it follows that
the vertical differential is linear and moreover one has

dv(wAx) =dvw A x + (=1)Pw Adyx

for any w € QP(J*B) and
d\/d\/w = 0.

1.8.1 Examples

For the reader’s convenience, we shall now give some examples of formal derivatives,
horizontal and vertical differentials which often recur in this thesis. First of all, consider
the formal derivative of y*. On applying (1.8.11), we obtain immediately

a

dy
dyy® =19° =1, (1.8.19)
W uayb H
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On using (1.8.12), we also have
dpy® = d,y" dat =y, da. (1.8.20)
Hence, on applying (1.8.18), we get effortlessly
dyy® = dy" — dpy® = dy* — y°, da*, (1.8.21)

which is nothing but the basis contact form 9%, as anticipated. O
Now, we have already seen that for a form w € Q'(B) decomposition (1.8.3) holds.
The contact part of w is given by

k(w) = wa?® = we(dy® — 3%, da*).
Let us verify important property (1.8.1), then. By virtue of (1.7.1) we have
(7o) k(w) = wa(0)(0,0" da* — 9,0° dat) = 0,

as claimed. So, property (1.8.8) holds, but we can also check it directly. Indeed, the
horizontal part of w is given by (1.8.4). Thus,

(7'0) h(w) = [wu(0) + wa(0) 00| da”
by (1.7.1). On the other hand,
(j'o)*w = (o) (W da# + wa dy*) = [wu(0) + wa(0)d,0"] da*

directly from the fact that y® oo = o°. ]
Finally, let us check property (1.8.17). Let w € Q!(B) be as in (1.8.3). Now, the
horizontal part of w is given by (1.8.4). Its horizontal differential is

dph(w) = (Opw, + ¥ dywa + wa YY) da” A dat'+
= (Oyw, + y° dywy) dz” A dz”

by virtue of (1.8.5) and the symmetry of y%,,. On the other hand,

h(dw) = h(d,w, dz” A dz" + O,w, dz” A dy® + Opws dy® A dy®)
= (Opwy + ¥°u0wq + y“uyb,,&,wa) dz¥ A dat
= (ayw“ + yu# dywu) dx¥ A dzt,

where we used properties (1.8.7) and (1.8.6), eq. (1.8.20) and definition (1.8.11). O

1.9 First order jet bundle

In section §1.7 we introduced the concept of the k-th order jet bundle over a fibre manifold
(B,M,m). In the sequel, we shall be mainly concerned with first order jets. Fibred
coordinates on J'B will be denoted by (2, 3, y°%,) and the transition functions are clearly
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given by the transformation rule for first order derivatives, namely

Y=y y)

ox¥ [(dy'®  Oy®
a b
Y= Oxr'H (axu + ayby”>
_ 0"
== dy'®, (1.9.1)

where we used (1.8.11). Therefore, if we have a vector field = on B, i.e. locally

0

0
E(x,y) = 242, y?) — + Z%a?, ) —
(z,9) (@ y") 5 + =% ,y)aya7

ozt

we can compute its natural lift J'Z according to Definition 1.6.5. Set then

2 =2t 12+ OMNtP), (1.9.2a)
Yt =yt 2+ 0%, (1.9.20)
Yo, =yt + 120, + 0% (12). (1.9.2¢)

Now, substitute eqs. (1.9.2) into (1.9.1) to get
Y+ 12 + O%(1?) = (8%, — t0LEY + 9,07 (%)) (v + t d,E* + d,0%(1?)),
where we used (1.8.19). Differentiating the last equation with respect to ¢ at ¢ = 0 gives
= =d,=2" —y%d, ="

or
Mi -I—Ea 8

ozt oy

Jl

(1]
[1]

+(duE° - 1% d,E)

. 1.9.3
dye. (1.9.3)

1.10 Gauge-natural bundles

The category of natural bundles is not large enough to encompass all fibre bundles ap-
pearing in classical field theory. In particular, principal bundles, which constitute the
geometrical arena of gauge theory, are not, in general, natural bundles. To this end, a
suitable generalization of the notion of a natural bundle must be given: this was accom-
plished by Eck (1981), who introduced the concept of a “gauge-natural bundle”.

We shall now give both the axiomatic and the constructive definition of such a functor.
This section closely follows Kolar et al. (1993), notably §15 and Chapter XII.

Definition 1.10.1. Let G be a Lie group, and PB,,(G) the category of principal G-bun-
dles over m-dimensional manifolds and principal morphisms defined in §1.3. A gauge-
natural bundle is a functor .#: PB,,(G) — FM such that:

(i) every principal bundle (P, M,m;G) € Ob(PB,,(G)) is transformed into a fibred
manifold (#P, M, 7) € Ob(FM);
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(i) every principal morphism ®: P — P’ between two principal bundles P(M,G),
P'(M',G) € Ob(PB,,(G)) over a local diffeomorphism ¢: M — M’ is transformed
into a fibred morphism .#®: P — ZP' over y;

(#ii) for every principal bundle (P, M, 7;G) € Ob(PB,,(G)) and every open subset U C

M the inclusion ¢: 771(U) — P is transformed into the inclusion Z¢: 7= 1(U) —

FP.
A section of (ZP, M, 7) is called a gauge-natural object.

The choice G = {e}, where e denotes the unit element of G, reproduces, of course, the
natural bundles on Mf,, as defined in §1.6.

We shall now give a different characterization of (gauge-) natural bundles as fibre
bundles associated with a particular class of principal bundles (together with a special
class of morphisms). To this end, we need first to introduce a few preliminary concepts.

Definition 1.10.2. The set
{jba|a: R™ — R™, a(0) = 0, locally invertible }

equipped with the jet composition jfa o jia’ := jk(a o a’) is a Lie group called the k-th
differential group and denoted by G¥ .

For k = 1 we have, of course, the identification G} = GL(m, R).

Definition 1.10.3. Let M be an m-dimensional manifold. The principal bundle over M
with group G* is called the bundle of k-frames (over M) and will be denoted by
LFM.

For k = 1 we have, of course, the identification L'M = LM, where LM is the bundle of
linear frames over M (cf. §1.3.1).

Definition 1.10.4. Let G be a Lie group. Then, by the space of (m,h)-velocities
of G we shall mean the set

"G .= {jlala:R™ - G}

Thus, TG denotes the set of h-jets with “source” at the origin 0 € R™ and “target”
in G, and can be given the structure of a (Lie) group. Indeed, let S,T € T"G be any
elements. We define a (smooth) multiplication in T" G as

Thu: TG xT'G — TG
Thu: (S = jga,T = jgb) — S - T = jg(ab)

where (ab)(x) := a(x)b(x) = p(a(z), b(x)) is the group multiplication in G. The mapping
(S,T) — S-T is associative; moreover, the element jle, e denoting both the unit element
in G and the constant mapping from R™ onto e, is the unit element of TG, and jla™!,
where a~!(x) := a(z)~! (the inversion being taken in the group G), is the inverse element
of jla.
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1.10. Gauge-natural bundles

Definition 1.10.5. Consider a principal bundle P(M,G). Let k and h be two natural
numbers such that k& > h. Then, by the (k, h)-principal prolongation of P we shall

mean the bundle
WHRP .= LEM x5 JP. (1.10.1)

A point of WHHP is of the form (j¥e, j"0), where e: R™ — M is locally invertible and
such that €(0) = x, and 0: M — P is a local section around the point x € M.

Unlike J"P, W*"P is a principal bundle over M, and its structure group is
WkhG .= GF, x T G.

WEMG is called the (m;k, h)-principal prolongation of G. The group multiplication on
WG is defined by the following rule:

(ko fha) © (i§,340) = (Jb(aro B), 6 ((ao B)D)).
The right action of WE"G on W*"P is then defined by
(se, jio) © (5o jia) = (i (o a). ji(o - (acat oe™))), (1.10.2)
“.” denoting the canonical right action of G on P.

In the case h = 0, we have a direct product of Lie groups WkOG := G* x G and the
usual fibred product W*9P = L*M x,; P of principal bundles.

Definition 1.10.6. Let ®: P — P be an automorphism over a diffeomorphism ¢: M —
M (cf. §1.3). We define an automorphism of W*"P associated with ® as

Wkt . Whhp — Wwhhp
(1.10.3)

W (jbe, jio) = (j§(p o), jh(@oaop™))’

Proposition 1.10.7. The bundle morphism W¥*"® preserves the right action, thereby
being a principal automorphism.

Proof. We have:

b(poe),it(@ooop™))® (jfa, jfa)
b((poe)oa),ji(®ooop™ (acato(poe)™))
b(poeoa) ji(Posop™ (aoatoetop™)))
j( eoa>jz(d)oa-(aoa_loe_l)oap_l))

= W ((je, o) © (. jia)),

WD (jfe, jlo) © (j§o, jia)

where in the first equality we used (1.10.3), in the second one (1.10.2), and in the last
one both. Therefore, W*"® preserves the right action. By Definition 1.3.2 this means
that W*"® is a principal automorphism of W*"P. O
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By virtue of (1.10.1) and (1.10.3) W"" turns out to be a functor from the category of
principal G-bundles over m-dimensional manifolds and local isomorphisms to the category
of principal W¥"G-bundles. Now, let Py := WH"P x, F be a fibre bundle associated
with P(M,G) via an action A of WE"G on a manifold F. There exists a canonical
representation of the automorphisms of P induced by (1.10.3). Indeed, if &: P — P is an
automorphism over a diffeomorphism ¢: M — M, then we can define the corresponding
induced automorphism P, as

{CI))\ZPA—>P)\ (1104>

Dy: [u, flx = [WE"D(u), flx

which is well-defined since it is independent of the representative (u, f) € P x F. Indeed,
if (v, f") € [u, f]x, then by (1.4.1) &/ =u-a and f' =a~' - f for some a € G. Therefore,

[WELD (), f]x = [WED(u - a),a™ - f]a
= [WF®(u) - a,a™" - f],
= WD (u), f]a,

where the second equality follows from Proposition 1.10.7, and the third one from us-
ing (1.4.1) once again. O

This construction yields a functor - from the category of principal G-bundles to the
category of fibred manifolds and fibre-respecting mappings.

Definition 1.10.8. A gauge-natural bundle of order (k,h) over M associated with
P(M,G) is any such functor.

It can be shown that this constructive definition of gauge-natural bundles is indeed equiv-
alent to the axiomatic definition given above (cf. Kolar et al. 1993, §51): notably, -\ = %,
where the symbol ‘=’ is to be understood in the sense of a natural isomorphism as per
Definition A.2.4. This important result is usually expressed by saying that gauge-natural

bundles have finite order.

Now, we saw earlier that natural bundles are gauge-natural bundles with G = {e}.
Indeed, we have the following

Definition 1.10.9. Let ¢: M — M be a diffeomorphism. We define an automorphism
of L*M associated with ¢, called its natural lift onto L*M, by

L*o: LM — L'
(1.10.5)

Lro: jge— jolpoe)

Then, L turns out to be a functor from the category of m-dimensional manifolds
and local diffeomorphisms to the category of principal G¥ -bundles. Now, given any fibre
bundle associated with L*¥M and any diffeomorphism on M, we can define a corresponding

induced automorphism along the lines of (1.10.4). This construction yields a functor from
the category of m-dimensional manifolds to the category of fibred manifolds.

Definition 1.10.10. A natural bundle of order k over M is any such functor.
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Remark 1.10.11. Unless explicitly stated otherwise, in the sequel we shall always as-
sume that L*M is equipped with the principal bundle structure naturally induced by the
differentiable structure of the base manifold M, i.e. that L*M itself is a natural bundle
over M. This is, of course, possible because we can always identify a principal bundle
P(M,G) with its associated bundle Py := P x, G, where A is the left action of G on
itself. Hence, we can regard L*M as a principal bundle associated with itself, whose only
automorphisms are of the type (1.10.5).

Definition 1.10.12. Let Py be a gauge-natural bundle associated with a principal bundle
P(M,G) and let = be a G-invariant vector field on P. By the gauge-natural lift of =
onto Py we shall mean the vector field =) € X(Py) defined as

=\ = g(@ ) (1.10.6)

t=0

—_

{®;} denoting the flow of =.

Remark 1.10.13. Of course, if P, is a (purely) natural bundle, the gauge-natural lift of
any vector field in X(M) reduces to its natural lift as defined in §1.6.

Proposition 1.10.14. Let = and H be two G-invariant vector fields on a principal bundle
P(M,G). Then,
(=), Hy] = [, H],.

Proof. It is enough to realize that the argument we used in proving Proposition 1.6.7 goes
through unmodified if we replace M with P, and £ and n with = and H, respectively. [

1.10.1 Examples

We shall now give some important examples of (gauge-) natural bundles.

Example 1.10.15 (Bundle of tensor density fields). A first fundamental example
of a natural bundle is given, of course, by the bundle “7T7M of tensor density fields of
weight w over an m-dimensional manifold M. Indeed, I M is a vector bundle associated
with L'M via the following left action of G1 = Wl0{e} = GL(m,R) on the vector space
T7(R™) [cf. (1.4.2)]:

A GE x TT(R™) — T7(R™)
\: (Oéjk, t{;ié’;) — aplk1 . aprkrtﬁl,:'llzr&llm - d,lsqs (det Oé)fw .
For w = 0 we recover the bundle of tensor fields over M. This is a definition of “17 M
which is appropriate for physical applications, where one usually considers only those
(active) transformations of tensor fields that are naturally induced by some transforma-
tions on the base manifold (cf. §1.6). Somewhat more unconventionally, though, we can
regard “T"M as a gauge-natural vector bundle associated with W°(LM). Also, in §1.4
we saw that “T7M could be equally well regarded as a (gauge-natural vector) bundle
associated with SO(M, g). Of course, the three bundles under consideration are the same
as objects, but their morphisms are different. In Chapter 2 we shall see that this implies,
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in particular, that we have (at least) three different notions of a Lie derivative for a tensor
(density) field.

Example 1.10.16 (Bundle of principal connections). Let P(M,G) be a principal
bundle, and (Ad,)"s the coordinate expression of the adjoint representation of G. Set
A= (R™)* ® g, where g denotes the Lie algebra of G, and consider the action

WG x A — A
(1.10.7)

L <<ajk7 aB’ acl>7wAi) = (Ada)AB(ij — CLBj)&ji ’

where (a,a%) denote natural coordinates on T G: a generic element jif € TLG is
represented by a = f(0) € G, i.e. a* = fA(0), and a5 = (9;(a"1 f(2))]2=0)®. Comparing
with (1.5.14) and noting that, there, we did not take into account transformations of
the 1-form index g, it is immediate to realize that the sections of WHP x, A are in 1-1
correspondence with the principal connections on P. A section of WHP x, A will be
called a G-connection. Clearly, W4'P x, A is a gauge-natural affine bundle of order
(1,1).

Example 1.10.17 (Bundle of linear connections). Of course, a GL(m, R)-connection
in the sense of the previous example is nothing but a linear connection on M. It is
interesting to note, though, that in this case, i.e. when P = LM, a principal connection

can be seen as a section of a (purely) natural bundle. Indeed, consider the following
action of G2, 2 W2 {e} on TH(R™) = (R™)* ® gl(m, R)

{E; G2, x TH(R™) — T (R™) (1.10.8)

gi ((Oélm, Cknpq), U)ijk) = Oéilwlmndmjdnk + Oéil&ljk ’
which is clearly equivalent to (1.10.7) when G = GL(m,R) [¢f. (1.5.15) and (1.5.16)].
Thus, L*M x; T'5(R™) can, and shall, be regarded as a natural affine bundle of or-
der 2. A section of LM x ;T (R™) will be called a natural linear connection on M.

Again, as in Example 1.10.15, the bundle of natural linear connections and the bundle of
GL(m, R)-connections are the same as objects, but their morphisms are different.

Example 1.10.18 (Bundle of G-invariant vector fields). Let V := R™ & g, and
consider the following action:

A WHGxV =V
(1.10.9)

A ((ajk,aB,aCl), (vi,wA)> - (aijvj, (Ady)*s(wP + aijj)) '
Comparing with (1.3.8) and noting that, there, we did not take into account transfor-

mations of the {#’s, it is easy to realize that the sections of the gauge-natural (vector)
bundle WP x, V are in 1-1 correspondence with the G-invariant vector fields on P.

Example 1.10.19 (Bundle of vertical G-invariant vector fields). Take g as the
standard fibre and consider the following action:

{A:meg%g (1.10.10)

A ((ajlm a87 acl)v wA) = (Ada)ABwB '
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1.10. Gauge-natural bundles

Comparing with (1.3.9), it is immediate to realize that the sections of WHIP x, g are in
1-1 correspondence with the vertical G-invariant vector fields on P. Of course, in this
example, we could more simply think of vertical G-invariant vector field as sections of the
vector bundle P X o4 g associated with P = WP i.e. of a gauge-natural vector bundle of
order (0,0). Then, giving action (1.10.10) amounts to regarding the original G-manifold g
as a WL1lG-manifold via the canonical projection of Lie groups WhlG — G. Tt is also
meaningful to think of action (1.10.10) as setting v* = 0 in (1.10.9), and hence one sees
that the first jet contribution, i.e. a?;, disappears.
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Chapter 2

General theory of Lie derivatives

Para ver una cosa hay que comprenderla.
J. L. BORGES, There are more things

This chapter contains recent original results in the general theory of Lie derivatives, most
of which were first presented in Godina & Matteucci (2002). This work was specifically
motivated by the desire to gain a better understanding of the long-debated concept of a
Lie derivative of spinor fields.

Indeed, it has now become apparent that there has been some confusion regarding this
notion, both in the mathematical and the physical literature. Lichnerowicz was the first
one to give a correct definition of a Lie derivative of spinor fields, although with respect
to infinitesimal isometries only. The local expression given by Lichnerowicz (1963) is

£ = €V = Vb, (4

where V,&§ = V[,&, as § is assumed to be a Killing vector field.

After a first attempt to extend Lichnerowicz’s definition to generic infinitesimal trans-
formations (Kosmann 1966), Kosmann put forward a new definition of a Lie derivative
of spinor fields in her doctoral thesis under Lichnerowicz’s supervision (1972). Indeed, in
her previous work she had just extended tout court Lichnerowicz’s definition to the case
of a generic vector field £, without antisymmetrizing V,&,. Therefore, the local expression
appearing in Kosmann (1966) could not be given any clear-cut geometrical meaning. The
remedy was then realized to be retaining Lichnerowicz’s local expression (x) for a generic
vector field &, but explicitly taking the antisymmetric part of V,&, only (Kosmann 1972).

Several papers on the subject followed, including particularly Binz & Pferschy’s (1983)
and Bourguignon & Gauduchon’s (1992). Furthermore, among the physics community
much interest has been attracted by Penrose & Rindler’s (1986) definition, despite its
being restricted to infinitesimal conformal isometries (see §2.7.1 below).

In this chapter we shall investigate whether the definition of a Lie derivative of spinor
fields can be placed in the more general framework of the theory of Lie derivatives of
sections of fibred manifolds (and, more generally, of differentiable maps between two
manifolds) stemming from Trautman’s (1972) seminal paper and further developed by
Janyska & Kolar (1982).

!The reader is referred to Appendix D for some preliminaries on spinor theory and notation.
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Chapter 2. General theory of Lie derivatives

A first step in this direction was already taken by Fatibene et al. (1996), who success-
fully placed Kosmann’s (1972) definition in the framework of the theory of Lie derivatives
of sections of gauge-natural bundles by introducing a new geometric concept, which the
authors called the “Kosmann lift”.

The aim of this work is to provide a more transparent geometric explanation of the
Kosmann lift and, at the same time, a generalization to reductive G-structures. Indeed,
the Kosmann lift is but a particular case of this interesting generalization.

2.1 Generalized notion of a Lie derivative

Definition 2.1.1. Let N and N’ be two manifolds and f: N — N’ a map between them.
By a wector field along f we shall mean a map (: N — TN’ such that 7yv o ( = f,
v : TN' — N’ denoting the canonical tangent bundle projection.

Definition 2.1.2. Let N, N" and f be as above, and let n and 1’ be two vector fields
on N and N’, respectively. Then, by the generalized Lie derivative £(,,f of f
with respect to n and n' we shall mean the vector field along f given by

Loy f:=Tfon—n'of. (2.1.1)

If {¢/} and {gp?/} denote the flows of n and 7/, respectively, then one readily verifies
that

a(so Tio foet) (2.1.1)

"5(77 n )f 8t

t=0
Indeed, on performing the differentiation on the r.h.s. of (2.1.1") and recalling the defini-
tion of a tangent map and a flow of a vector field (¢f. §§1.1 and B.1), one gets

2o fogl)|  (x)= (%soi’ti o ) (#8(@)) + (Trepun@t © Ty f o aet| ) (@)
— (1" o f)(idn(2)) + (Tf(idN(ac) idyr 0 Tiay @) f © 77) (z)
= (1de< o Tof on) (@) = (i o f)(x)
= (Tefon—mn"o f)(x)
for all z € N, ie. (2.1.1). O

The concept of a generalized Lie derivative was first introduced by Trautman (1972)
and further developed by Kolar (1982) and Janyska & Kolar (1982) (see also Kolar et al.
1993, Chapter XI).

Consider now two fibred manifolds (B, M, ) and (B’, M, '), a base-preserving mor-
phism ®: B — B’, and two projectable vector fields n € X(B) and ' € X(B’) over the
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same vector field & € X(M). Then, from (2.1.1) and the fact that & is base-preserving,

T7T’of(,m/)(l):Tﬂ’o(TCI)on—n’oq))
=T(r'o®)on—Tr' on' od
=T(dyom)on—Eon' 0
=Tnon—Eoidyom

=fom—{om=0ppy.

Therefore,

Lyyy®: B — VB (2.1.2)

Remark 2.1.3. One says that a fibred manifold (B, M, ) admits a vertical splitting
if there exists a linear bundle isomorphism ap: VB — B X); B (covering the identity
of B), where (B, M,#) is a vector bundle. In particular, a vector bundle (E, M, )
admits a canonical vertical splitting ap: VE — E X E. Indeed, if 75: TE — E denotes
the (canonical) tangent bundle projection restricted to VE, y is a point in E such that
y = 7p(v) for a given v € VE, and v: R — E, = 7 '(n(y)) is a curve such that y(0) =y
and jiy = v, then ag is given by agp(v) := (y,w), where w = limy_o 1 (y(t) — 7(0)).
Analogously, an affine bundle (A, M, 7) modelled on a vector bundle (/Y, M, ) admits a

canonical vertical splitting as: VA — A Xy ff, defined exactly as before with the caveat
that now v(t) —~(0) € A, for all t € R.

So, if we specialize (2.1.2) to the case in which (B', M, 7') admits a vertical splitting
ap: VB' — B’ x B', we have that the second component of £,/ is a map

Ly ®: B— B, (2.1.3)

which we shall call the (restricted) Lie derivative of ® with respect to n and 7.
Now, let (B, M, ) a fibred manifold, = € X(B) a projectable vector field over a vector
field £ € X(M), and 0: M — B a section of B. Then, from (2.1.1),

Trofiezo=Trno(Toot —Z00)
=T(roo)oé—TnoZoc0
=Tidyyof—&omoo
=idry o —§oidy
={—&=0rum.
Therefore, . .
Lzo = Lezo: M — VB. (2.1.4)

£=zo is called the generalized Lie derivative of o with respect to =. If (B, M, )
admits a vertical splitting ap: VB — B x; B, then, as before, we shall call the second
component

L=o: M — B (2.1.5)

of £=zo the (restricted) Lie derivative of o with respect to =. In this case, if
(2*,9°) are local fibred coordinates on B and ¢® := 4® o o, by virtue of (2.1.1) we can
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Chapter 2. General theory of Lie derivatives

locally write?

(2.1.6)

§10,, and 10, + E°0, being the local expressions of § and =, respectively. Also, on using
the fact that the second component of £zo is the derivative of ®_, 000 ¢, at t = 0 in
the classical sense, one can re-express the restricted Lie derivative in the form
b ,o000p—0

L=zo = lim
t—0 t

(2.1.5)

An important property of £zo is that it commutes with j*. Indeed, if {¢¢} and {®;}
denote the flows of £ and =, respectively, from (2.1.1") and (1.7.2) it follows that

jkfga = %jk(q)_t ogo gpt)‘tzo

— %(Jk®_t @) ]ko- (@] (pt)’

4 ) t=0

= £Jk5jk0 = fzjk@
as claimed. In local coordinates this reads of course?

Oub=0® = £20,0° (2.1.7)
1< [p| <k O

We can now specialize formula (2.1.4) to the case of gauge-natural bundles in a
straightforward manner.

Definition 2.1.4. Let P, be a gauge-natural bundle associated with some principal
bundle P(M, ), = a G-invariant vector field on P projecting over a vector field £ on M,
and o: M — P, a section of Py,. Then, by the generalized (gauge-natural) Lie
derivative of o with respect to = we shall mean the map

f=0: M — VP, feo = Too& —EZy\00, (2.1.8)
where =) is the gauge-natural lift of = onto P, as per Definition 1.10.12. Equivalently,

fEU = g((q)—t)/\ 000 SOt)

5 : (2.1.8)

t=0

{¢¢} and {®;} denoting the flows of £ and Z, respectively.

In particular, if .#M is a natural bundle over M and F¢ € X(%#M) denotes the

20f course, the r.h.s. of (2.1.6) is also the local expression of £=o in the general case, but, as such,
it does not define a global object unless (B, M, ) admits a vertical splitting, in which case the global
object in question is precisely £=0.

3Identity (2.1.7) might look surprising at first sight, but one can convince oneself that it is indeed
the right answer by considering that the only sensible way to take the Lie derivative of the k-th partial
derivative of a section of some fibre bundle is to regard such partial derivative as the local expression of
the k-th order jet prolongation of the given section, whence (2.1.7) naturally follows.
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natural lift of a vector field £ € X (M), we shall write
Leo = £ge0: M — V.FM, (2.1.9)

which will be simply called the generalized Lie derivative of o with respect to £&. Of
course, if Py [#M] admits a vertical splitting, we can define the notion of a (restricted)
Lie derivative corresponding to (2.1.8) [(2.1.9)] in the usual fashion. In particular, on
specializing (2.1.9) to the case of tensor (density) bundles over M, one recovers the
standard definition of a Lie derivative given in classical textbooks (cf., e.g, Schouten 1954;
Yano 1957). For instance, in the case of the tangent [cotangent| bundle, applying (2.1.6)
with Z = T¢ [2 = T*¢] gives [¢f. (1.6.4)]

Len” = &10m” —n"0,8" = [€n)"  [Leay = E"Ou, + 0,8,

which is indeed the usual coordinate expression for the Lie derivative of a vector field n
with ¥ := y” on [I-form « with o, := ¥, o a]. Alternatively, using (2.1.5"), we find

Tw _ _
£§77:hm (Ptonogpt nzhm(ptn 77
t—0 t t—0 t
T * _ *
£gazlim( pi) e o aElimLta a ,
t—0 t t—0 t

which is the corresponding classical intrinsic expression.

Remark 2.1.5. We stress that the concept of a (generalized or restricted) gauge-natural
Lie derivative is, crucially, a category-dependent one. In confirmation of this, recall that
in Example 1.10.15 we mentioned the fact that we have (at least) three different notions
of a Lie derivative of a vector field n € X(M), depending on whether we regard T'M
as natural bundle (associated with LM), a gauge-natural bundle associated with LM,
or a gauge-natural bundle associated with SO(M, g).* We have just obtained both the
coordinate and the intrinsic expression for the Lie derivative of 1 corresponding to the
first case. As for the other two, note for a start that, unlike in the first case, we cannot
take the Lie derivative of n with respect to another vector field £ on M, but we can only
take the Lie derivative of 1 with respect to a GL(m,R)-invariant [SO(p, q)¢-invariant]
vector field = on LM [SO(M,g)] projecting on &. This is because the bundles under
consideration are not natural, and we cannot functorially lift £ onto them, but only =.
Then, on applying Definition 2.1.4 and taking (1.10.6), (1.4.2) [(1.4.4)] and (1.3.10) into
account, we find [see also (2.2.1) below]

£an® = "9 — %", (2.1.10)

where ||Z%(x)| € gl(m,R) [||=%(x)| € so(p,q)]. Of course, on using (1.3.14) we could
re-express (2.1.10) in holonomic coordinates, but this would not change the fact that
IZ%(x)|| s a generic element of gl(m,R) [so(p, q)], a priori unrelated to the £"(x)’s.°

4Note that the three bundles under consideration are isomorphic as vector bundles, not as functors.
°In order to re-express (2.1.10) in holonomic coordinates in the case TM = SO(M, g) x »» R™ using
a relation formally identical with (1.3.14), we need the concept of an SO(p, ¢)¢-tetrad, which shall be
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In the sequel we shall also need the following

Definition 2.1.6. We call formal generalized Lie derivative the (global) base-
preserving morphism (over M) £=zy: J'B — VB intrinsically defined by

£zyojto = L=, (2.1.11)

where £zo is given by (2.1.8). Locally,

L=y = ("%, — E (2.1.11")

a PR
) o
Thus, the formal generalized Lie derivative £=zy is but the generalized Lie derivative
operator £z regarded as a fibred morphism.

There is an important relation between vertical differential and formal (generalized)
Lie derivative. Indeed,

J'E adyy® = J'E O (dy® — y°, dat)
= =" — &MY
— oS, (2.1.12)

J'Z being given by (1.9.3) with =# = ¢#. Another important property of the formal Lie
derivative is that it commutes with the formal derivative. Indeed, on applying (2.1.11")
to y%,, we obtain
~Eya,u ’EE éyuu_‘—'u

- gl/y j7 72 ( a - yauaugl/)7 (2113)

where we used (1.9.3) with =* = &*. On the other hand, taking the formal derivative
of (2.1.11") gives

dunya = du ("% Ha)
=1 vdu &+ —d,=
= &Y% — (d,E° = 4%0,8") = L=, (2.1.14)

as claimed.b O

2.2 Lie derivatives and Lie algebras

Definition 2.2.1. Let E be a vector bundle over a manifold M. Then, TE is a vector
bundle over TM. A projectable vector field E € X(F) over a vector field £ € X(M) is
called a linear vector field if =: £ — TFE is a linear morphism of F into TE over the

introduced in §2.6 below.
50f course, this could also be deduced directly from (2.1.7), (1.8.16) and (2.1.11).
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base map £: M — T'M. Locally,
=(2,y) = £4(2), + Z4(a)y2, (2:2.1)
for all ¥, (z,y) € E.
Analogously, we can give

Definition 2.2.2. Let A be an affine bundle over a manifold M. Then, TA is an affine
bundle over TM. A projectable vector field = € X(A) over a vector field £ € X(M) is
called an affine vector field if =: A — TA is an affine morphism of A into TA over the
base map £: M — TM. Locally’,

[1]2

(2,y) = ()0, + (E%(2)y’ + E%(2))a = E(z,y) + Z(2)0, (2.2.2)
for all ¢, (z,y) € A.

Now, let = and H be two linear vector fields on a vector bundle E over a manifold M.
Then, using (2.2.1) (and the analogous one for H), we find

[=,H] = [¢,n]"0, + (£"9,H% — n*0,E% + Z5H" — H%Z%)y"0,,
whence of course
Lzmo® = [&,n)"0,0" — (€"9,H% — n*0,=% + =3H% — HE%)o”.
On the other hand,
[£=, Lu]o® = (€0,0" 00" + €'1"0,0,0" — £"0,H%0" — ¢"H%0,0" — n'E%0,0"

+H%Z%0") — (Z « H)
= £[57H]0a. (223)

Similarly, let = and H be two affine vector fields on an affine bundle A over M. Then,
using (2.2.2) (and the analogous one for H), we find

=, H] = [Z,H] + (¢"9,H* — n*0,=* + =Z"H% — H'Z%)0,,

[1]:

whence
”g[ézﬁ]aa = Lizmo” — (§"9,H" — n"0,=" + =bHY, — HbEab).

On the other hand, if we define (consistently) [£z, £5] to equal £=£y — £y £z,
£z, £lo" = (L=Luo” — £=H") — (E < H)

= (f=fnyo® — 9,0 + Z4HY) — (2 « H)

"For consistency with (2.2.1), in (2.2.2) and the rest of this section (y®) will always denote fibre
coordinates on the vector bundle E, on which A is assumed to be modelled, rather than on A itself.
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Now, by its very definition, every gauge-natural lift =, of a G-invariant vector field =
on a principal bundle P(M, G) onto an associated gauge-natural vector [affine] bundle Py
over M is a linear [affine] vector field [cf., e.g., (2.1.10)]. Therefore,

[fjg, £H} = [fj:v "EHA] = £[EA7H>\] = fj[aHh = fj[aH}, (225)

where the second identity follows from (2.2.3) [(2.2.4)] and the third one from Proposi-
tion 1.10.14. Hence, £ is a Lie algebra homomorphism from X4(P) to EndC*(Py).

Furthermore, if .#¢ denotes the natural lift of a vector field £ on M onto a natural
vector [affine] bundle .ZM, then

[£e, £] = [£7¢, £a09] = Lge, o = Lriem = Liem)s (2.2.6)

where the second identity follows from (2.2.5) and the third one from Proposition 1.6.7.
Hence, £ is here a Lie algebra homomorphism from X(M) to EndC>(.ZM).

Finally, it should be mentioned that (2.2.5) and (2.2.6) can be derived from a very
general formula first proven by Koldf (1982) (see also Koldr et al. 1993, §50). Our main
aim here was to show that a “bracket formula” holds for (gauge-) natural Lie derivatives in
the context of (gauge-) natural vector and affine bundles, which constitute the geometrical
arena of classical field theory.

2.3 Reductive G-structures and their prolongations

Definition 2.3.1. Let H be a Lie group and G a Lie subgroup of H. Denote by b the
Lie algebra of H and by g the Lie algebra of G. We shall say that G is a reductive Lie
subgroup of H if there exists a direct sum decomposition

b=gom,
where m is an Adg-invariant vector subspace of b, i.e. Ad,m C m for all a € G.

Remark 2.3.2. A Lie algebra h and a Lie subalgebra g satisfying these properties form a
so-called reductive pair (cf. Choquet-Bruhat & DeWitt-Morette 1989, p. 103). Moreover,
Adegm C m implies (T.Ad)ym = adgm = [g, m|] C m, and, conversely, if G is connected,
g, m] C m implies Adgm C m (c¢f. §C.2).

Example 2.3.3. Consider a subgroup G C H and suppose that an Adg-invariant metric
K can be assigned on the Lie algebra b (e.g., if H is a semisimple Lie group, K could
be the Killing-Cartan form, given by K (&.,n.) = tr(adg, o ad,, ) for all &, 7. € b: indeed,
this form is Adg-invariant and, in particular, also Adg-invariant). Set

mizglz{feéf)’K(fe>ﬁe)=0V77e€9}~

Obviously, h can be decomposed as the direct sum h = g&m and it is easy to show that,
under the assumption of Adg-invariance of K, the vector subspace m is also Adg-invari-
ant.
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Example 2.3.4 (The unimodular group). The unimodular group SL(m,R) is an
example of a reductive Lie subgroup of GL(m,R). To see this, first recall that its Lie
algebra sl(m, R) is formed by all m x m traceless matrices (¢f. §C.2). If M is any matrix
in gl(m,R), the following decomposition holds:

1
M=U+ —tr(M)I,
m
where | := idg(m,r) and U is traceless. Indeed,

tr(U) = tr(M) — — tr(M) tx(1) = 0.

m

Accordingly, the Lie algebra gl(m,R) can be decomposed as follows:
gl(m,R) = sl(m,R) ® R.

In this case, m is the set Rl = R of all real multiples of |, which is obviously adjoint-
invariant under SL(m,R). Indeed, if S is an arbitrary element of SL(m, R), for any a € R
one has

Ads(al) = S(al)S™ = alSS™! = al.

This proves that R is adjoint-invariant under SL(m, R), and SL(m,R) is a reductive Lie
subgroup of GL(m,R). O

Given the importance of the following example for the future developments of the
theory, we shall state it as

Proposition 2.3.5. The (pseudo-) orthogonal group SO(p,q), p+ q = m, is a reductive
Lie subgroup of GL(m,R).

Proof. Let n denote the standard metric of signature (p,q), p+ ¢ =m, on R™ (¢f. §C.1)
and M be any matrix in gl(m,R). Denote by MT the adjoint (“transpose”) of M with
respect to 7, defined by requiring n(MTv,v’) = n(v, Mv') for all v,v" € R™. Of course,
any traceless matrix can be (uniquely) written as the sum of an antisymmetric matrix
and a symmetric traceless matrix. Therefore,

sl(m,R) = so(p,q) @V,

50(p, ¢) denoting the Lie algebra of the (pseudo-) orthogonal group SO(p, q) for n, formed
by all matrices A in gl(m,R) such that AT = —A, and 'V the vector space of all matrices V
in sl(m,R) such that VT = V. Now, let O be any element of SO(p,q) and set V' :=
AdoV = 0OVO ™! for any V € V. We have

VT =(@ovo")" =V
because V' =V and O~! = OT. Moreover,
tr(V') = tr(0) tr(V) tr(0™') = 0
since V is traceless. So, V' is in V, thereby proving that V is adjoint-invariant under
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SO(p, q). Therefore, SO(p, q) is a reductive Lie subgroup of SL(m,R) and, hence, also a
reductive Lie subgroup of GL(m,R) by virtue of Example 2.3.4. ]

Definition 2.3.6. A reductive G-structure on a principal bundle Q(M, H) is a prin-
cipal subbundle P(M,G) of Q(M, H) such that G is a reductive Lie subgroup of H.

Now, since later on we shall consider the case of spinor fields, it is convenient to give
the following general

Definition 2.3.7. Let P(M,G) be a principal bundle and p: I' — G a central homo-
morphism of a Lie group I' onto G, i.e. such that its kernel is discrete® and contained
in the centre of I' (Greub & Petry 1978; Haefliger 1956). A I'-structure on P(M,G)
is a principal bundle map ¢: P — P which is equivariant under the right actions of the
structure groups, i.e.

forall w € P and a € T.

Equivalently, we have the following commutative diagrams

. < ~ Ra_  ~

p——=P P—=p

T S A
idps R,

R, and R, denoting the canonical right actions on P and P, respectively. This means
that for @ € P, both @ and ¢(@) lie over the same point, and (, restricted to any fibre,
is a “copy” of p, i.e. it is equivalent to it. The existence condition for a I'-structure can
be formulated in terms of Cech cohomology (cf. Haefliger 1956; Greub & Petry 1978;

Lawson & Michelsohn 1989).

Remark 2.3.8. Recall that, if X and Y are two topological spaces and X is arcwise
connected and arcwise locally connected, a map f: Y — X is called a covering if f(YV) =
X and, for each x € X, there is an arcwise connected neighbourhood U of x such that
each component of f~1(U) is open in Y and maps topologically onto U under f. The
space Y is then called a covering space. It can be shown that a covering space Y admits
a fibre bundle structure with a discrete structure group (cf. Steenrod 1951, §14.3). Then,
the bundle map ¢: P — P is a covering, and P a covering space.

Proposition 2.3.9. Let (: P — P be a I-structure on P(M,G). Then, every G-invari-
ant vector field Z on P admits a unique (D-invariant) lift = onto P.

Proof. Consider a G-invariant vector field =, its flow being denoted by {®;}. For each
t € R, @, is an automorphism of P. Moreover, (: P — P being a covering space, it is
possible to lift @, to a (unique) bundle map ®;: P — P in the following way. For any
point % € P, consider the (unique) point (%) = u. From the theory of covering spaces

8We recall that a group G is called discrete if every subset of G is open, e.g. a finite group.
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it follows that, for the curve 7,: R — P based at u, that is ,(0) = u, and defined by
Yu(t) := ®;(u), there exists a unique curve 7;: R — P based at @ such that (o 95 = 7,
(cf. Steenrod 1951, §14). It is possible to define a principal bundle map ®;: P — P

covering @, by setting ®; () := 74 (t). The one-parameter group of automorphisms {®,}
of P defines a vector field Z(@) := %[ét(ﬁ)]‘ﬁo for all i € P. O

Proposition 2.3.10. Let (: P — P be a D-structure on P(M,G). Then, every I'-in-
variant vector field = on P is projectable over a unique G-invariant vector field = on P.

Proof. Consider a I-invariant vector field = on P. Denote its flow by {®,}. Bach ®,
induces a unique automorphism ®;: P — P such that ( o ®; = &, o ( and, hence, a
unique vector field = on P given by Z(u) := %[(I)t(u)]’t_o for all u € P. O

Corollary 2.3.11. Let (: P — P be a D-structure on P(M,G). There 1s a bijection
between G-invariant vector fields on P and I'-invariant vector fields on P.

2.4 Split structures on principal bundles

Recall that a principal connection on a principal bundle P(M, G) induces a decomposition
TP = HP & VP of the tangent bundle (¢f. §1.5). This is, of course, a well-known example
of a “split structure” on a principal bundle. We shall now give the following general
definition, due—for pseudo-Riemannian manifolds—to a number of authors (Walker 1955,
1958; Cattaneo-Gasparini 1963; Gray 1967; Fava 1968) and more generally to Gladush &

Konoplya (1999).

Definition 2.4.1 (Godina & Matteucci 2002). An r-split structure on a principal
bundle P(M, G) is a system of r fibre G-equivariant linear operators {x*: TP — TP}!_; of
constant rank, equivalently viewed as 1-forms {x* € Q'(P, TP)}!_,, with the properties:

X oxd = 89y, > )" = idgp. (2.4.1)
i=1
We introduce the notations:
Y= imy, n; == dim Y, (2.4.2)
where im x? is the image of the operator x' at a point u of P, i.e. ¥! = {v € T,P |
X. ov =wv}. Owing to the constancy of the rank of the operators {x’}, the numbers {n;}

do not depend on the point u of P. It follows from the very definition of an r-split
structure that we have a G-equivariant decomposition of the tangent space:

T.P =@z, dmT,P=> n,.
i=1 i=1
Obviously, the bundle TP is also decomposed into r vector subbundles {¥'} so that

TP = Py, ¥ =T (2.4.3)

=1 ueP
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Remark 2.4.2. Let M be a manifold. Recall that, given a vector subspace E, of T,,M for
each z € M, the disjoint union F := [[,c) E is called a distribution on M. Let Xg(M)
denote the set of all locally defined vector fields £ on M such that £(x) € E, whenever
defined. Then, we say that E is a smooth distribution if Xg(M) spans E. Finally, an
integral manifold of a smooth distribution F is a connected submanifold N of M such
that T,N = E, for all x € N, and F is called integrable if each point of M is contained in
some integral manifold of E. Now, in general, the r vector subbundles {3¢ — P} defined
above are anholonomic, i.e. non-integrable, and are not vector subbundles of VP. For a
principal connection, i.e. for the case TP = HP & VP, the vector bundle VP is integrable.

Proposition 2.4.3. An equivariant decomposition of TP into r vector subbundles {3}
as given by (2.4.3), with T, R, (X)) = X . induces a system of r fibre G-equivariant linear

u-a?

operators {x': TP — TP}!_, of constant rank satisfying properties (2.4.1) and (2.4.2)(1).

Proof. 1t is immediate to realize (2.4.3) imply (2.4.1) and (2.4.2)(1). The only thing that
we have to prove is the G-equivariance of the x*’s, but this follows from G-equivariance
of the 3 ’s. O

Proposition 2.4.4. Given an r-split structure on a principal bundle P(M,G), every
G-invariant vector field = on P splits into v G-invariant vector fields {E} such that

E=@_,Z and E(u) € X for allu e P andi e {1,...,r}.

Remark 2.4.5. The vector fields {E} are compatible with the {X}, i.e. they are sections
{E: P — Ei} of the vector bundles {¥! — P}.

Proof of Proposition 2.4.4. If we set Z(u) = x, o Z(u) for all u € P and i € {1,...,7},
then it follows immediately from (2.4.2)(1) and (2.4.3)(1) that = splits as @_, =. Again,
the only thing we have to check is the G-invariance of the Z’s. But now, from the

G-equivariance of the x*’s and the G-invariance of =,

TyR, 0 Z(u) = TyR, 0 X', 0 E(u)

forallu € P,a € G and i € {1,...,r}, which is the thesis. ]

Example 2.4.6. Comparing with §1.5, we see that, for the split structure induced by
a principal connection on a principal bundle P(M,Q), we have r = 2, x! = x, x* = 7,
¥l = HP, 22:VP,§:Eand%:E.

Corollary 2.4.7. Let P(M,G) be a reductive G-structure on a principal bundle Q(M, H)
and let ip: P — @ be the canonical embedding. Then, any given r-split structure on
Q(M, H) induces an r-split structure restricted to P(M,G), i.e. an equivariant decom-
position of ip(TQ) = P xo TQ = {(u,v) € PxTQ | 7qv) = ip(u)} such that
in(TQ) = @i, ip(XY), and any H-invariant vector field = on Q restricted to P splits
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into r G-invariant sections of the pull-back bundles {i}(X") = Px X'}, ie. E|p = Bl =

with =(u) € (z}’i(ZQ) forallue P andi€{1,...,1}.

Proof. The first part of the corollary is obvious. The second part follows immediately
from Proposition 2.4.4 once one realizes that the restriction to P of any (H-invariant)
vector field Z on @ is a section of i5(TQ) — P. O

Remark 2.4.8. Note that the pull-back i is a natural operation, i.e. it respects the split-
ting i 5(TQ) = @i_, i5(3%). In other words, the pull-back of a splitting for @ is a splitting
of the pull-backs for P. Furthermore, although the vector fields {E: P — z}",(Z’)} are

G-invariant sections of their respective pull-back bundles, by virtue of Proposition 2.4.4
they are H-invariant if regarded as vector fields on the corresponding subsets of @), i.e.
as sections {EQ: Q — Zi} such that Zg oip = T'ip o =. Equivalently, = = EQ‘P. In the
7 7 (2 (2 (2
sequel, we shall not formally distinguish between = and =,.
7 (2

Now, in order to proceed any further, we first need a different characterization of

principal bundles.

Definition 2.4.9 (Kobayashi & Nomizu 1963). Let M be a manifold and G a Lie
group. A principal bundle over M with structure group G consists of a manifold P
and an action of G on P satisfying the following conditions:

(i) G acts freely on P on the right: (u,a) € P X G+ u-a € P;

(ii) M is the quotient space of P by the equivalence relation induced by G, i.e. M
coincides with the space of orbits P/G (cf. §C.3), and the canonical projection
m: P — M is smooth;

(7i) P is locally trivial, i.e. every point x of M has a neighbourhood U, such that there
is a diffeomorphism 1, : 71 (U,) — U, x G such that 1, (u) = (7(u), fo(u)) for all
u € 7Y U,), fa: 71 (U,) — G being a mapping satisfying f,(u-a) = f,(u)a for
allu € 7 1(U,), a € G.

It is easy to see that this definition of a principal bundle is completely equivalent to
the one given in §1.2: condition (¢) defines the canonical right action on P introduced
in §1.3, condition (7) amounts to saying that (P, M,7) is a fibred manifold, whereas
condition (74) can be used to define the transition functions ang: U, N Uz — G with
values in G by ans(z) = foln ' (z))fa(r " (z))™" for all z € U, N Us. The reader is
referred to Kobayashi & Nomizu (1963), Chapter I, §5, for more detail.

Now, in §1.10 we saw that W*"P is a principal bundle over M. Consider in particular
WP, the (1,1)-principal prolongation of P. The fibred manifold WP — M coincides
with the fibred product LM x,; J'P over M. We have two canonical principal bundle
morphisms pry: WP — LM and pry: WHIP — P (cf. Koléf et al. 1993). In particular,
pry: WhP — Pis a G} x g ® R™-principal bundle, G! x g ® R™ being the kernel of
WG — G. Indeed, recall from group theory that, if f: G — G’ is a group epimorphism,
then G’ = G/ ker f. Therefore, if Wé:é denotes the canonical projection from WL'G to G,
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then G = WLG/ ker Wé:(l). Hence, recalling the previous definition of a principal bundle,
we have:

WY P/Wh'G = M = P/G = P/(WL'G/ ker myy),

from which we deduce that pry: WP — P is a (ker myy)-principal bundle. It remains
to show that ker w(l):é ~ Gl x g ®R™, but this is obvious if we consider that ker F(l]:(l) is
coordinatized by (o, €5, a%) (cf., e.g., Example 1.10.16). O

The following lemma recognizes 7p: TP — P as a vector bundle associated with the
principal bundle WHP — P.

Lemma 2.4.10. The vector bundle 7p: TP — P s isomorphic to the vector bundle
THP .= (WHP xV)/(GL x g@R™) over P, where V := R™ @ g is the left GL, x g@R™-
manifold with action given by:

A (G xg@R™) xV—V
(2.4.4)

A ((ajk, e?,a%), (Ui,wA)) = (a'jv? w4+ atot)

Proof. 1t is easy to show that the tangent bundle T'G of a Lie group G is again a Lie
group, and, if P(M, @) is a principal bundle, so is TP(T'M,TG) (cf., e.g, Kolar et al.
1993, §10). Now, the canonical right action R on P induces a canonical right action
on TP simply given by TR. It is then easy to realize that the space of orbits TP/G,
regarded as vector bundle over M, is canonically isomorphic to the bundle of G-invariant
vector fields on P (cf. §1.3). Hence, taking Example 1.10.18 into account, we have:

TP/(WHG/GE x g @ R™) 2 TP/G = (WHP x V) /WhiG,

from which it follows that 7p: TP — P is a [gauge-natural vector] bundle [of order (0, 0)]
associated with pry: WHIP — P. Action (2.4.4) is nothing but action (1.10.9) restricted
to GL x g@R™. O

Lemma 2.4.11. VP — P is a trivial vector bundle associated with WP — P.

Proof. We already know that VP — P is a trivial vector bundle (cf. §1.5). To see that it
is associated with WP — P, we follow the same argument as before, this time taking
into account Example 1.10.19. We then have:

VP/(WLIG/GL % g @ R™) = VP/G = (WP x g)/WLG,

whence the result follows. O]

Lemma 2.4.12. Let P(M,G) be a reductive G-structure on a principal bundle Q(M, H)
and ip: P — Q the canonical embedding. Then, ip(TQ) = P xo TQ is a vector bundle
over P associated with WP — P.

Proof. Tt follows immediately from Lemma 2.4.10 once one realizes that i5(TQ) is by
definition a vector bundle over P with fibre R™ & h and the same structure group as
TP — P (see also Figure 2.4.1 below). O

From the above lemmas it follows that another important example of a split structure
on a principal bundle is given by the following
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Theorem 2.4.13. Let P(M, G) be a reductive G-structure on a principal bundle Q(M, H)
and let ip: P — @ be the canonical embedding. Then, there exists a canonical decompo-
sition of i5(TQ) — P such that

is(TQ) = TP &p M(P),

i.e. at each u € P one has

1.Q =T, P& M,,

M, being the fibre over u of the subbundle M(P) — P of i5(VQ) — P. The bundle
M(P) is defined as M(P) := (WHIP x m)/(GL x g @ R™), where m is the (trivial left)
Gl % g ® R™-manifold.

Proof. From Lemma 2.4.12 and the fact that G is a reductive Lie subgroup of H (Defi-
nition 2.3.1) it follows that

ip(TQ) = (WH'P x (R™ @ b)) /(G), x g @ R™)
= (WHP x (R @©9))/(G), x g @ R™) @p (WP x m)/(G), x g R™)
=TP ®p M(P).

The trivial G}, x g ® R™-manifold m corresponds to action (1.10.10) of Example 1.10.19
with Wh1G restricted to G x g @ R™, and g restricted to m. Of course, since the group
Gl xg®@R™ acts trivially on m, it follows that M(P) is trivial, i.e. isomorphic to P x m,
because WHP/(GL x g R™) = P. O

From the above theorem two corollaries follow, which are of prime importance for the
concepts of a Lie derivative we shall introduce in the next section.

Corollary 2.4.14. Let P(M,G) and Q(M, H) be as in the previous theorem. The re-
striction Z|p of an H-invariant vector field = on Q) to P splits into a G-invariant vector
field =x on P, called the Kosmann vector field associated with =, and a “transverse”
vector field Z¢g, called the von Goden vector field associated with =.

The situation is schematically depicted in Figure 2.4.1 [@ is represented as a straight
line, and P as the half-line stretching to the mark; T'Q) is represented as a parallelepiped
over Q, ip(TQ) as the part of it corresponding to P, whereas TP is the face of i5(TQ)
facing the reader].

Corollary 2.4.15. Let P(M,G) be a classical G-structure, i.e. a reductive G-structure on
the bundle LM of linear frames over M. The restriction LE|p to P — M of the natural
lift LE onto LM of a vector field & on M splits into a G-invariant vector field on P called
the generalized Kosmann lift of £ and denoted simply by &k, and a “transverse” vector
field called the von Goden lift of & and denoted by &g.

Remark 2.4.16. The last corollary still holds if, instead of LM, one considers the k-th
order frame bundle L*M and hence a classical G-structure of order k, i.e. a reductive

G-subbundle P of L*M.
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ip(TQ)
R™ D
(Ec)u TP m
{ i
1 P |
u Q

Figure 2.4.1: Kosmann and von Goden vector fields.

Example 2.4.17 (Kosmann lift). A fundamental example of a G-structure on a man-
ifold M is given, of course, by the bundle SO(M, g) of its (pseudo-) orthonormal frames
with respect to a metric g of signature (p, q), where p+ ¢ =m = dim M. SO(M, g) is a
principal bundle (over M) with structure group G = SO(p, ¢)¢. Now, combining (1.6.3)
and (1.10.5), we can define the natural lift L& of a vector field £ on M onto LM as

o)
Langz&pwt , (2.4.5)
t=0

{p:} denoting the flow of £. If (p,?) denotes a (local) basis of right GL(m, R)-invariant
vector fields on LM reading (p,® = ub.0/0u%) in some local chart (z*,u%) and (e, =:
eq./'0,) is a local section of LM (cf. §1.3.1), then L has the local expression

LE = &%, + (LE)%pa’
where § =: {%e, =: £*0, and
(LE)% = 0°(0,€7e” — §70,e”). (2.4.6)

Indeed, on locally expanding o; as ¢} (2}) = x# + t&#(z) + O(t?) and applying (2.4.5),
we immediately find (L&)*, = 0,&". Hence, on using (1.3.14), we recover precisely (2.4.6).
If we now let (e,) and (z#,u%) denote a local section and a local chart of SO(M, g),
respectively, then the generalized Kosmann lift £k on SO(M, g) of a vector field £ on M,
simply called its Kosmann lift (Fatibene et al. 1996), locally reads

k = E%q + (LE)ay A, (2.4.7)
where (A) is a basis of right SO(p, ¢)®-invariant vector fields on SO(M, g) locally reading
(A% = nelagtlp.®), (LE)ay := Nae(LE)%, and (1,.) denote the components of the standard
Minkowski metric of signature (p, q) (cf. §C.1).

Now, combining Proposition 2.3.9 and Theorem 2.4.13 yields the following result,
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which, in particular, will enable us to extend the concept of a Kosmann lift to the
important context of spinor fields.

Corollary 2.4.18. Let (: P — P be a I-structure over a classical G-structure P(M, G).
Then, the generalized Kosmann lift {k of a vector field § on M lifts to a unique (T'-in-
variant) vector field &k on P, which projects on &k.

2.5 Lie derivatives on reductive (G-structures: the
Lie derivative of spinor fields

Remark 2.5.1 (Notation). Let P(M,G) be a principal bundle and recall Defini-
tion 2.1.4. For each I'-structure (: P — P on P, we shall simply write £z6 := £z6: M —

}3;\ for the corresponding (restricted) gauge-natural Lie derivative, P;\ denoting a gauge-

natural bundle associated with P admitting a canonical vertical splitting VP; 2 15;\ X Mp;\
and 6: M — P one of its sections, which makes sense since = admits a unique (F-in-
variant) lift = onto P (Proposition 2.3.9).

Of course, we can now further specialize to the case of classical G-structures and, in
particular, give the following

Definition 2.5.2. Let P, be a gauge-natural bundle associated with some classical
G-structure P(M,G), {k the generalized Kosmann lift (on P) of a vector field £ on M,
and o: M — P, a section of Py. Then, by the generalized Lie derivative of o with
respect to £k we shall mean the generalized gauge-natural Lie derivative nga of o with
respect to £k in the sense of Definition 2.1.4.

Consistently with (2.1.5) and Remark 2.5.1, we shall simply write £e, o: M — P, for
the corresponding restricted Lie derivative, whenever defined, and £ 0 = £§~K&: M —

13;\ for the (restricted) Lie derivative of a section o of a gauge-natural bundle P associated
with some I'-structure (: P — P (and admitting a canonical vertical splitting), which
makes sense since {k admits a unique (I-invariant) lift {x onto P (Corollary 2.4.18).

Example 2.5.3 (Lie derivative of spinor fields. I). In Example 2.4.17 we men-
tioned that a fundamental example of a G-structure on a manifold M is given by the
bundle SO(M, g) of its (pseudo-) orthonormal frames. An equally fundamental exam-
ple of a I'-structure on SO(M, g) is given by the corresponding spin bundle Spin(M, g)
with structure group I' = Spin(p, ¢)¢ (¢f. §D.2). Now, it is obvious that spinor fields
can be regarded as sections of a suitable gauge-natural bundle over M. Indeed, if ¥ is
the linear representation of Spin(p, ¢)¢ on the vector space C™ induced by a given choice
of v matrices, then the associated vector bundle Spin(M, g); := Spin(M, g) x5 C™ is
a gauge-natural bundle of order (0,0) whose sections represent spinor fields (cf. §D.2).
Therefore, in spite of what is sometimes believed, a Lie derivative of spinors (in the sense
of Definition 2.1.4) always exists, no matter what the vector field £ on M is. By virtue
of (2.1.10) and (D.1.6), such a Lie derivative locally reads

1_ a
£E¢ = faeaw + Z:'ab'y 'Vbqu) (251)
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for any spinor field ¥, (Z4 = Zj4)) denoting the components of an SO(p, ¢)°-invariant
vector field 2 = %, + A% on SO(M, g), € =: £%,, and e ) the “Pfaff derivative”
of ¢ along the local section (e, =: e,"0,) of SO(M, g) induced by some local section of
Spin(M, g). This is the most general notion of a (gauge-natural) Lie derivative of spinor
fields and the appropriate one for most situations of physical interest (cf. Godina et al.
2001; Matteucci 2002): the generality of = might be disturbing, but is the unavoidable
indication that Spin(M, g)4 is not a natural bundle.
If we wish nonetheless to remove such a generality, we must choose some canonical
(not natural) lift of £ onto SO(M,g). The conceptually (not mathematically) most
“natural” choice is perhaps given by the Kosmann lift (recall Example 2.4.17 and use
Corollary 2.4.18). The ensuing Lie derivative locally reads
a 1 a b
Lo = Eeatp + 7 (L™ (2:5.2)

Of course, if ‘V” and ‘V’ denote the covariant derivative operators associated with the con-
nection on Spin(M, g) and the transposed connection on 7'M, respectively, induced by a
given principal connection on SO(M, g), it easy to see that, on using (D.2.4) and (1.5.18),
the previous expression can be recast into the form

1 -

Lot = €"Vath = T Vialy""Y, (2.5.2)
which, in the case of a symmetric connection where V = V, reproduces exactly Kos-
mann’s (1972) definition.

Remark 2.5.4. An easy calculation shows that the Kosmann lift [onto SO(M, g)] satisfies
the “quasi-naturality” condition (cf. Bourguignon & Gauduchon 19g92; Fatibene 19g9)

€k, mx] = [€, nx + K(E,n), (2.5.3)

where K (&,n) is a vertical vector field on SO(M, g) locally given by

K(&m) = {[(£0)*, (£,0)*15A

ﬁEgg)# denoting the endomorphism corresponding to £eg. Then, if we set £ := £, , we
ave

[£§K7 £7]7K] = [Lee, L] = Llexmc) = Llgm+K(€m) = £[£Kﬂ7} — K& m), (2.5.4)

where the second identity follows from (2.2.5), the third one from (2.5.3), and K, (&, n)
is the gauge-natural lift of K(&,7) onto the given gauge-natural vector (or affine) bun-
dle SO(M,g)x — M [Spin(M,g)x — M] associated with SO(M,g) [Spin(M,g)]. A
glance at (2.5.4) reveals that £% will be a Lie algebra homomorphism from X(M) to
EndC>(SO(M, g),) [EndC>(Spin(M, g),)] for a gauge-natural vector (or affine) bundle
SO(M, g)x [Spin(M, g),] only if £ and/or n are conformal Killing vector fields (cf. §B.1).
Thus, £% can be regarded as a Lie algebra homomorphism from the Lie algebra of con-
formal Killing vector fields on M to EndC*(SO(M, g),) [EndC>(Spin(M, g),)]. Note
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that, on a (purely) natural bundle, [£, £] = £, since L, must then reduce to the
ordinary (natural) Lie derivative £, for which (2.2.6) holds.

Remark 2.5.5. We stress that, although wn this case its local expression would be
identical with (2.5.2), £, is not the “metric Lie derivative” introduced by Bourguignon &
Gauduchon (1992). To convince oneself of this it is enough to take the Lie derivative of the
metric g, which is a section of the natural bundle \/*T*M, *\/’ denoting the symmetrized
tensor product. Since the (restricted) Lie derivative £, in the sense of Definition 2.5.2
must reduce to the ordinary one on natural objects, it holds that

Leg = Le g

On the other hand, if £ coincided with the operator £§] defined by Bourguignon &
Gauduchon (1992), the right-hand side of the above identity should equal zero (Bour-
guignon & Gauduchon 1992, Proposition 15), thereby implying that ¢ is a Killing vector
field, contrary to the fact that £ is completely arbitrary. Indeed, in order to recover
Bourguignon and Gauduchon’s definition, another concept of a Lie derivative must be
introduced.

We shall start by recalling two classical definitions due to Kobayashi (1972).

Definition 2.5.6. Let P(M, G) be a (classical) G-structure. Let ¢ be a diffeomorphism
of M onto itself and L'y its natural lift onto LM. If L' maps P onto itself, i.e. if
L'o(P) C P, then ¢ is called an automorphism of the G-structure P.

Definition 2.5.7. Let P(M,G) be a G-structure. A vector field £ on M is called an
infinitesimal automorphism of the G-structure P if it generates a local one-
parameter group of automorphisms of P.

We can now generalize these concepts to the framework of reductive G-structures as
follows.

Definition 2.5.8. Let P be a reductive G-structure on a principal bundle Q(M, H) and
® a principal automorphism of Q. If ® maps P onto itself, i.e. if (P) C P, then ® is
called a generalized automorphism of the reductive G-structure P.

Clearly, since ® is H-equivariant by definition, its restriction ®|p: P — P to P is G-equiv-
ariant, and hence is a principal automorphism of P. Then, each element of Aut(P), i.e.
each principal automorphism of P, is automatically a generalized automorphism of the
reductive G-structure P. Analogously, we have

Definition 2.5.9. Let P be a reductive G-structure on a principal bundle Q(M, H).
An H-invariant vector field = on @ is called a generalized infinitesimal automor-
phism of the reductive G-structure P if it generates a local one-parameter group of
generalized automorphisms of P.

Clearly, the restriction Z|p of = to P is a G-invariant vector field on P, and, on the
other hand, each element of Xg(P), i.e. each G-invariant vector field on P, is, trivially,
a generalized infinitesimal automorphism of the reductive G-structure P. Kobayashi’s
classical definitions are then recovered on setting Q = LM, H = GL(m,R), ® = L'y
and = = L¢.
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Proposition 2.5.10. Let P(M,G) be a reductive G-structure on a principal bundle
Q(M, H). An H-invariant vector field = on Q is a generalized infinitesimal automor-
phism of the reductive G-structure P if and only if = is tangent to P at each point of P.

Proof. Let {®;} be the flow of =. Then, from Definition 2.5.9 it follows that @ is
a generalized automorphism of P for all ¢. Hence, ®;, maps P into itself, and this is
clearly equivalent to = being tangent to P at each point of P. This result generalizes
Proposition 1.1 of Kobayashi & Nomizu (1969), Chapter X, which is easily recovered on
setting = = L¢. O]

We then have the following important

Lemma 2.5.11. Let P be a reductive G-structure on a principal bundle Q(M, H) and =
a generalized infinitesimal automorphism of the reductive G-structure P. Then, the flow
{®,;} of Z, it being H-invariant, induces on each gauge-natural bundle Q) associated
with Q a one-parameter group {(®;)r} of global automorphisms.

Proof. Since = is by assumption a generalized infinitesimal automorphism, it is by defini-
tion an H-invariant vector field on Q. Therefore, its flow {®,} is a one-parameter group
of H-equivariant maps on Q. Then, if Q) = W*"Q x, F, we set

(Pe)alu, fla) = V5 @y (u), fl,

(u, f) € @ x F, and are back to the situation of formula (1.10.4). ]

Corollary 2.5.12. Let P and Q(M, H) be as in the previous lemma, and let = be an
H -invariant vector field on Q. Then, the flow {(®x),} of the generalized Kosmann vector
field =k associated with = induces on each gauge-natural bundle Q) associated with @) a
one-parameter group {(((I)K)t)/\} of global automorphisms.

Proof. Recall that, although the generalized Kosmann vector field =k is a G-invariant
vector field on P, it is H-invariant if regarded as a vector field on the corresponding
subset of @ (¢f. Remark 2.4.8 and Corollary 2.4.14). Therefore, its flow {(®x).} is a
one-parameter group of H-equivariant automorphisms on the subset P of Q).

We now want to define a one-parameter group of automorphisms {((q)K)t))\} of Q\ =

WHhrQ x\ F. Let [u, f]x € Qx, u € Q and f € F, and let u; be a point in P such
that m(uy) = m(u), 7: Q@ — M denoting the canonical projection. There exists a unique
a; € H such that v = uy - a;. Set then

(@), ([, f12) = [WH" (@x)e(wa), a1 - i

We must show that, given another point uy € P such that u = us - ay for some (unique)
as € H, we have

(WH(Dk)(ur), ar fln = [WEH (@) (uz), az - flx.

Indeed, since the action of H is free and transitive on the fibres, from v = wu; - a; and
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U = ug - ag 1t follows that a; = aas or a = alagl or ay = a"‘a,. But then

(WER Dk )i (us), ag flx = [WE (®k)i(us - ), (a™ ar) - f]
= [WEM (@), (ur) © Wyita,a™ (ay - )]
= [Wk7h(ch)t(u1)’ ar - f]/\v

as claimed. It is then easy to see that the so-defined ((CIDK)t))\ does not depend on the
chosen representative. ]

By virtue of the previous corollary, we can now give the following

Definition 2.5.13. Let P be a reductive G-structure on a principal bundle Q(M, H),
G # {e}, and = an H-invariant vector field on @) projecting over a vector field £ on M.
Let @\ be a gauge-natural bundle associated with ) and o: M — @) a section of ().
Then, by the generalized G-reductive Lie derivative of o with respect to = we
shall mean the map

)

t=0

LS80 = 9 (((®K>_t)>\ oogo 80t>

{¢+} denoting the flow of &.

The corresponding notions of a restricted Lie derivative and a (generalized or re-
stricted) Lie derivative on an associated I'-structure (which will still be called “G-reduc-
tive” and denoted by the superscript G) can be defined in the usual way.

Remark 2.5.14. Of course, since Zk is by definition a G-invariant vector field on P,
Definition 2.5.13 makes sense also when o is a section of a gauge-natural bundle P,
associated with P, for which one does not even need Corollary 2.5.12.

Remark 2.5.15. When Q = P (and H = G), Zk is just =, and we recover the notion
of a (generalized) Lie derivative in the sense of Definition 2.1.4, but, as G is required not
to equal the trivial group {e}, @, is never allowed to be a (purely) natural bundle.

By its very definition, the (restricted) G-reductive Lie derivative does not reduce, in
general, to the ordinary (natural) Lie derivative on fibre bundles associated with L*M.
This fact makes it unsuitable in all those situations where one needs a unique operator
which reproduce “standard results” when applied to “standard objects”.

In other words, £& is defined with respect to some pre-assigned (generalized) symme-
tries. We shall make this statement explicit in Proposition 2.5.17 below, which provides
a generalization of a well-known classical result.

Let then K be a tensor over the vector space R™ (i.e., an element of the tensor algebra
over R™) and G the group of linear transformations of R™ leaving K invariant. Recall
that each reduction of the structure group GL(m,R) to G gives rise to a tensor field K
on M. Indeed, we may regard each u € LM as a linear isomorphism of R™ onto T, M,
where z = 7(u) and w: LM — M denotes, as usual, the canonical projection. Now, if
P(M,G) is a G-structure, at each point z of M we can choose a frame u belonging to
P such that w(u) = z. Since u is a linear isomorphism of R™ onto the tangent space
T, M, it induces an isomorphism of the tensor algebra over R™ onto the tensor algebra
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over T, M. Then K, is the image of K under this isomorphism. The invariance of K by G
implies that K, is defined independent of the choice of u in 7=!(z). Then, the following
proposition is evident.

Proposition 2.5.16 (Kobayashi 1972). Let K be a tensor over the vector space R™ and
G the group of linear transformations of R™ leaving K invariant. Let P be a G-structure
on M and K the tensor field on M defined by K and P. Then,

(i) a diffeomorphism ¢: M — M is an automorphism of the G-structure P iff ¢ leaves
K invariant;

(ii) a vector field & on M is an infinitesimal automorphism of P iff £ K = 0.
An analogous result for generalized automorphisms of P follows.
Proposition 2.5.17. With the same hypotheses as the previous proposition,

(i) an automorphism ®: LM — LM is a generalized automorphism of the G-struc-
ture P iff ® leaves K invariant;

(ii) @ GL(m,R)-invariant vector field = on LM is an infinitesimal generalized auto-
morphism of P iff £=K = 0;

(iii) LYK =0 for any GL(m, R)-invariant vector field = on LM.

Proof. First, note that, here, K is regarded as a section of a gauge-natural, not simply
natural, bundle over M (c¢f. Example 1.10.15). Then, since K is G-invariant, an auto-
morphism ®: LM — LM will leave K unchanged if and only if it maps P onto itself
and is G-equivariant on P, i.e. iff it is a generalized automorphism of P, whence (7) fol-
lows. Part (74) is just the infinitesimal version of (i), whereas (4ii) follows from (i) and
Definition 2.5.13 since Zk is by definition a G-invariant vector field on P and hence, in
particular, a generalized automorphism of P. The choice = = L reproduces Kobayashi’s
(1972) classical result, which can therefore be stated in a (purely) natural setting, as in

Proposition 2.5.16. O
Corollary 2.5.18. Let = be a GL(m,R)-invariant vector field on LM, and let g be a
metric tensor on M of signature (p,q). Then, £§O(p’q)eg = 0.

Proof. Tt follows immediately from Proposition 2.5.17(7ii). At the end of §2.6 we shall
also give an explicit proof of this result using local coordinates. O]

Corollary 2.5.18 suggests that Bourguignon & Gauduchon’s (1992) metric Lie deriva-
tive might be a particular instance of an SO(p,q)%-reductive Lie derivative. This is
precisely the case, as explained in the following fundamental

Example 2.5.19 (Lie derivative of spinor fields. II). We know that the Kosmann
lift £k onto SO(M, g) of a vector field £ on M is an SO(p, ¢)%-invariant vector field on
SO(M, g), and hence its lift £k onto Spin(M, g) is a Spin(p, q)°-invariant vector field.
As the spinor bundle Spin(M, g)5 is a vector bundle associated with Spin(M, g), the

SO(p, q)¢-reductive Lie derivative £§?(p ’q)e¢ of a spinor field % coincides with £g, v, i.e.
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2.6. G-tetrads and G-tensors

locally with expression (2.5.2) or (2.5.2). Indeed, in this case we have, with an obvious
notation, Q = LM, H = GL(m,R), P = SO(M, g), G = SO(M, g), P = Spin(M, g),
I' = Spin(p, q)¢ and P; = Spin(M, )5 (cf. Definition 2.5.13 and Remark 2.5.14).

Now recall that, in order to evaluate the SO(p, ¢)¢-reductive Lie derivative £ E?(p D gofg,
we must regard g as a gauge-natural, not simply natural, object. Then, if g = g,,, dz*Vda”
in some natural chart, we have the local expression

£§?(p,q)eguy = gpapgw + QQp(“(gK)p
= 09w + 9p(u0)E” — 019100587 — £70%(4 Op )0
=0,

as requ1red by Corollary 2.5.18, the (¢kx)”,’s having been obtained from the (¢x)% =
n*(LE)a’s on using (2.4.6) and (1.3.14'). This is, of course, quite different from the
usual (natural) Lie derivative

LeGu = § 0pGu + 29,(u(LE)",)
= 09w + 290(u00)€"
= 2V.é)
= Lo 9w = L2090,

where the metric is regarded as a purely natural object. Hence, we can identify Bour-
guignon & Gauduchon’s (1992) metric Lie derivative £ with £§§)(p D

2.6 (G-tetrads and (G-tensors

In the following sections we shall review a number of definitions of Lie derivatives of
spinors and related objects, which have appeared in the literature. To this end, we need
first to introduce a few preliminary concepts.

Remark 2.6.1 (Terminology). From now on, we shall only consider (classical) G-struc-
tures which are “reductive”, i.e. where G is a reductive Lie subgroup of GL(m,R) (cf.
Definition 2.3.1). On the other hand, note that all the G-structures mentioned in §1.3.1
and encountered so far, i.e. LM, CSO(M, g) and SO(M, g), are in fact reductive. Indeed,
we know that SO(p, q)¢ is a reductive Lie subgroup of GL(M,R) (Proposition 2.3.5), and
that GL(M, R) is (trivially) a reductive Lie subgroup of itself. As for CSO(p, q)¢, on recall-
ing that cso(p, q) = so(p, )R (¢f. §C.2) and hence noticing that gl(m, R) = cso(p, ¢) DV,
where V is as in Proposition 2.3.5, an argument similar to the one used in proving that
proposition shows that CSO(p, )¢ is indeed a reductive Lie subgroup of GL(m,R). Also,
note that, when considered as a GL(m,R)-structure, LM will be regarded as gauge-
natural bundle, not just as a (purely) natural one (see, instead, Remark 1.10.11).

Definition 2.6.2. Let P(M, G) be a G-structure on an m-dimensional manifold M and
consider the following left action of W,L.°G on the manifold GL(m, R)

(2.6.1)

p: WG x GL(m,R) — GL(m,R)
P ((Ou/, )51) 5 '_akﬁeoég
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together with the associated bundle P, := W''P x, GL(m,R). P, is a fibre bundle
associated with WP, i.e. a gauge-natural bundle of order (1,0). A section of P, will be
called a G-tetrad® (or a G-frame) and usually denoted by 0. Its components will be
denoted by (6%,) to stress the fact that the second index transforms naturally, whereas

the first one, in general, does not. Also, we shall denote by (e,*) the components of the
“inverse” of 4, i.e. locally 6%, (x)e,”(z) = 0%, and 6°,(z)e,*(z) = 0% for all z € M.

Whenever M admits a spin structure (cf. §D.2), the following definition also makes
sense.

Definition 2.6.3. Let A be the epimorphism which exhibits Spin(p,q)¢ as a two-fold
covering of SO(p, q)¢ (¢f. §D.1) and consider the following left action of W 1%Spin(p, q)¢
on GL(m,R), p+ ¢ =m (and m even),

p: WESpin(p, )¢ x GL(m,R) — GL(m,R)
p: (e, 8™0). 5Y) = 8" = (A(S))'k3%d

together with the associated bundle Spin(M, g), := W'?Spin(M, g) x ,GL(m, R). Clearly,
Spin(M, g), is a fibre bundle associated with W'%Spin(M, g), i.e. a gauge-natural bundle
of order (1,0). A section of Spin(M, g), will be called a spin-frame-induced tetrad
or, for short, a spin-tetrad.

In the sequel we shall manly refer to G-tetrads, but it is hereafter understood that, when-
ever a result holds for an SO(p, ¢)%-tetrad (and M admits a spin structure), analogous
conclusions can be drawn for a spin-tetrad. Also, one could easily generalize the concept
of a G-tetrad to the case of (general) reductive G-structures, but we shall not need to do
so here.

The concept of a G-tetrad also admits the following straightforward generalization.

Definition 2.6.4. Let P(M,G) be a G-structure on M and consider the following left
action of the group WL°G on the vector space T;jf(Rm), r,p,s,q€{0,1,...,m},

p: WEOG x TL(R™) — TIE(R™)
1.0 k1...k Lirky. k
pi (@, ™), ) e 8 =
aly @iy by o k,tll ”l“ l’f;()jijl---(a)jéjs(@)l'lll---(d)lélq(deta)‘”(deta)‘w

together with the associated bundle ”“’TE:IZ;P = WP x, TIiP(R™). ”“’TE:IZ;P

is a vector bundle associated with W1°P, i.e. a gauge-natural vector bundle of or-
der (1,0). A section of ”“’T(”’gP will be called a G-tensor density field of type
{(r,s),(p,q)} and weight (v,w) (on P). In particular, a G-tensor density field T" of
weight (0, 0) will be simply called a G-tensor (field), and its components will be usu-
ally denoted by (Tj' ;7). Also, a G-tensor field of type {(r,s),(0,q)} such that

b1...bsv1i...vq

brobovtowy = Loy by Will be called a G-tensor valued q-form, and a G-tensor of

type {(1,0), (0,0)} will be called a G-vector (field).

9The name “tetrad” (in German, “Vierbein”) is a slight abus de langage here, it not being completely
justified but for m = 4.
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Of course, O’OT%:?;Pp = P, and O’U’ng:gPp = “TPM. Thus, a G-tetrad can be regarded
as a G-vector valued 1-form, whereas a tensor density field on M of type (p,q) and
weight w can be viewed as a G-tensor density field of type {(0,0),(p,q)} and weight
(0,w). SO(1, 3)°-tensors are particularly important for general relativity, where they are
usually known as Lorentz tensors.

G-tetrads provide a way to transform G-tensors of type {(r, s), (p,¢)} to G-tensors of
type {(r+1, ), (p—1,¢)} and vice versa [and G-tensors of type {(r, s), (p, q)} to G-tensors
of type {(r,s + 1), (p,q — 1)} and vice versal. Explicitly,

ai...ar@...lp _ na at...arp1...1Ap e Qpr ] .. hp
Tbl...bsljl...qu T 9 /‘ITbl...bsljl...I/q ) T bl...bslll...l/q

Pt GriLHp (2.6.2)

T eal b1...bsl/1...l/q ’

Remark 2.6.5. Note that, although so far we have adopted either an (abstract) index-
free notation or a (concrete) index notation, formulae like the ones above could be in-
terpreted within an “abstract index notation” (cf. Penrose & Rindler 1984) since all the
objects in question are sections of vector bundles, and hence transform “tensorially”.
In this framework, Greek and Latin indices would no longer denote holonomic and an-
holonomic coordinates, respectively, but only natural and gauge (-natural) vector bundle
objects. In this context, G-tetrads can be regarded as a sort of “functorial Kronecker §’s”.

Now, let P(M, G) be a G-structure, and let ‘V’ denote the covariant derivative opera-
tor associated with the connection on P, induced by a G-connection w on P and a natural
linear connection I' on LM (c¢f. Examples 1.10.16 and 1.10.17, respectively). Then, we
have the following local expression for the covariant derivative of a G-tetrad 6:

V0%, = 0,0 + w05 —T°,,0%,.

In the sequel, we shall always require that 6 satisfy the compatibility condition (with V),
i.e.

V6 =0, (2.6.3)

which locally implies
why = 0%0,e" + 0%, ", (2.6.4)

formally identical with (1.5.15), but here the w%,’s are not the I'’,,’s in anholonomic
coordinates, but the components of a G-connection w on P, a priori unrelated to the
linear connection I' on LM.

In the case P = SO(M, g), we have defined a metric tensor g on M, and let (g,,) be
its components in some natural chart. Then, we can define a (non-degenerate symmetric)
SO(p, q)¢-tensor g of type {(0,2),(0,0)} by

Gab = eauebugm/; (265)

gap denoting the components of § is some suitable basis [equivalently, one could inter-
pret (2.6.5) abstractly]. Now we know that § must transform as an SO(p, ¢)°-tensor of
type {(0,2),(0,0)}: hence,

Gab > §'ap = L%GL%Gea (2.6.6)

for some L € SO(p, ¢)¢. But then we can always choose coordinates such that gu, = 7ap,
where 7 is the standard Minkowski metric defined in §C.1: in the sequel, we shall always
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assume that this choice has been made, i.e.

Nab = ea#ebygym (267)

the inverse transformation being of course
gul/ = eap,ebynab' (268)

In Chapter 4 we shall adopt a different view, where the metric g is regarded as being
determined a posteriori via (2.6.8) by a given (free) spin-tetrad, the latter being in turn
determined by Einstein’s field equations.

Remark 2.6.6. Of course, given a metric tensor g on M, we can always construct a (non-
degenerate symmetric) G-tensor g via (2.6.5) even for a generic G-structure P(M, G), the
inverse transformation being

G = 0%.0° Gan, (2.6.9)

but now, since (2.6.6) will hold for some L € G with G # SO(p, ¢)¢ (in general), then we
cannot make the predefined choice g., = Nap.

Remark 2.6.7. From now on, G-tensor Greek [Latin] indices are assumed to be lowered
by g [gas] and raised by g“% [¢"], g"° [¢*] denoting the inverse of g, [gas], and we shall
use the same kernel letter as in (2.6.2). Then, one readily verifies that

Oop = €ap and, equivalently, e = o1, (2.6.10)

Note that, in the case of an SO(p, ¢)¢-structure, compatibility condition (2.6.3) implies
metricity condition (1.5.19) [c¢f. (2.6.8)], whereas for a generic G-structure this is not
necessarily true since, in general, Vg # 0 [¢f. (2.6.9)]. Throughout this thesis, though,
we shall always assume metricity, i.e.

Vg =0, (2.6.11)

whence also Vg = 0. The fact that the compatibility condition for an SO(p, q)¢-tetrad
is equivalent to the metricity of I' is consistent with the standard result saying that a
metric linear connection can always be reduced to a principal connection on SO(M, g)
[cf. (2.6.4)].

Of course, we can easily compute the gauge-natural Lie derivative of a G-tensor
with respect to a G-invariant vector field = on P projecting on a vector field & on M
[cf. (1.3.10)]. E.g., for a G-vector field 7, it locally reads [cf. (2.1.10)]

Lzn® = E1O,m* — =% (2.6.12)

and, for a G-tetrad 6,
£20%, = £0,0%, — Z%0°, + 0,£°0°,. (2.6.13)

In the sequel, it will be often convenient to express such Lie derivatives in a “covariantized
form” in order to exploit conditions like (2.6.3) or (2.6.11). To do so, recall first the local
expression (1.5.4) of the vertical part of a G-invariant vector field on a principal bundle P.
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Specialized to the case of a G-structure, this reads
= = (2% + W) pa”. (2.6.14)

On making use of this expression it is easy to see that, e.g., (2.6.12) and (2.6.13) can be
recast into the form
L=n® = MV, " — E%n° (2.6.12')

and .

£20°, = V,£°0°, — Z%0°,, (2.6.13")
respectively, where in the latter we also took (2.6.3) into account. In this form, these
expressions lend themselves to a reinterpretation in terms of abstract index notation,

since the vertical part of a vector field transforms tensorially [cf. (1.3.13)], and G-tensors
are sections of (gauge-natural) vector bundles (c¢f. Remark 2.6.5 above).

Now we would like to compute the G-reductive Lie derivative of a G-tensor: we can do
this directly for G-tensors of type {(r,s), (0,0)}, for which it coincides with the gauge-
natural one (c¢f. Remark 2.5.15). In order to compute the G-reductive Lie derivative
of a G-tensor of arbitrary type, we first need to regard W1OP as Wo(W1OP) ie. to
think of LM as a generic gauge-natural bundle rather than a purely natural one (cf.
Proposition 2.5.17 and Example 2.5.19). Then, as we do not want to consider a generic
W LO0G-invariant vector field on W?P, but one constructed out of a GL(m, R)-invariant
vector field = on LM projecting on a vector field £ on M, we shall define

1,0
ST = £ ST,
where Zx @®¢ Zxk is the WLG-invariant vector field on W'OP constructed out of the
Kosmann vector field Zx on P associated with =. The definition makes sense because =k

is a G-invariant vector field on P, but is GL(m, R)-invariant when regarded as a vector
field on the corresponding subset of LM (c¢f. Remark 2.4.8). If

Ex = €9, + (Zx)%pa”
is the local expression of =k on P, the local expression of Zx ¢ Sk is given by
Ek B¢ Ex = "0y + (Ex)"pu” + (Ex)%pa’,

where (p,") [(pa")] is a local basis of GL(m, R)-invariant [G-invariant] vector fields on LM
[P]. Of course, the (Zk)*,’s are related to the (Zk)%’s via (1.3.14) and (1.3.14), i.e.

(EK)ab = ebyguaueau + eau(EK)MuebV (2615)
and
(EK>HV = Gal/f'ua,ueay + eaM<EK)ab9bu, (2.6.15/)

but here the 6%’s [e,/’s] must be regarded as the components of [the inverse of] a
G-tetrad, transforming a G-invariant vector field on P into a GL(m, R)-invariant vector
field on LM. So, we see, for instance, that the local expression of the GL(m, R)-reductive
Lie derivative of a vector field n on M with respect to a GL(m, R)-invariant vector field
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===k on LM is
GL(m’R) — 12 - 14
= nt =¢&on" — =",

which coincides, of course, with (the local expression of) its gauge-natural Lie deriva-
tive £=z1, provided we consider 1 as a gauge-natural, not simply natural, object (cf.
Remark 2.1.5). We already had an example of this behaviour in Example 2.5.19: natural
object are transformed in a gauge-natural way rather than in the usual natural way. This
is also why we questioned the applicability of reductive Lie derivatives to concrete phys-
ical situations in which the given physical entity happens to be represented by a natural
object. Also, it should not go unnoticed that the G-reductive Lie derivative of a G-tetrad
is identically zero. Indeed,

o0, = £9,60%, — (Sx)%0% + (Ek)"u0% =0

by (2.6.15).

We conclude by giving a coordinate (or abstract index) proof of Corollary 2.5.18. Let
then Zk be the vertical part of the Kosmann vector field associated with a GL(m, R)-in-
variant vector field = on LM with respect to some metric linear connection, e.g. the Levi-
Civita connection associated with g. In covariantized form and using (2.6.11), (1.3.13)
and (2.6.10)(2), we obtain

SO(p,g)¢ = @ (=
S (p,a) 9w = 2(ZK) () = 20°(Zk) ()0,

but (Zk)a = (EK)W because Zk is SO(p, ¢)-invariant, whence the result follows. O

2.6.1 Holonomic gauge

We have just seen that the G-reductive Lie derivative of a G-tetrad is identically zero.
Consider now the gauge-natural Lie derivative of a GL(m, R)-tetrad with respect to the
natural lift L& onto LM of a vector field £ on M. On using (2.4.6), we readily get

£r60 = 0.

This is obvious because, in this particular case, the GL(m, R)-invariant vector field on LM
with respect to which the Lie derivative is taken is required to coincide with the natural
lift of £. Accordingly,

£L€Tl§z...u... = £L§<6ap . eba . Tp,u)

= eap ey '<>€L§Tgp '''''' Ilj ......
= 0% e, - £ TP (2.6.16)

for any GL(m,R)-tensor 7" with components (7% ;). Identity (2.6.16) is a sort of

“naturality condition”, since applying £r¢ to a section of T((ST ’5))LMp turns out to be the
same as applying the ordinary (i.e. natural) Lie derivative to the corresponding section of
T (gfjg)LMp >~ T7/PM and then transvecting the result with as many GL(m, R)-tetrads
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as necessary to map it back to T((Sr ’5))LM ,- Vice versa, note that, if we require
£=0 =0 (2.6.17)
for a GL(m, R)-tetrad 6 and a generic GL(m, R)-invariant vector field = on LM projecting

on a vector field £ on M, on using (2.6.3) and recalling (2.4.6), we find precisely
(2.6.18)

29 = V&0 = (LE)% ie. == LE,

where the use of the transposed linear connection indicates that, for the moment, we are

allowing for non-symmetric (metric) connections.
Therefore, we can ask ourselves what happens if we require (2.6.17) to hold for

any G-tetrad and any G-invariant vector field = on a generic G-structure P. In line
with (2.6.16), we shall call condition (2.6.17) the holonomic gauge or, for reasons

which will become apparent in a moment, the G-Killing equation'.
Now, on using (2.6.13') and recalling (2.4.7), it is almost immediate to realize that, if

= &k

[1]

condition (2.6.17) is imposed, then
éab = —@[afb] = (ES)[ab] = (5K)ab l1.e

But now, unlike in the G-reductive case, £y, must reduce to £; on natural objects.
Therefore, from (2.6.17) and (2.6.8) we automatically get
Leguw = Ley G = 0, (2.6.19)

i.e. imposing the holonomic gauge on an SO(p, q)¢-tetrad amounts to setting = = £k and
requiring & to be Killing (cf. §B.1). Similarly, in the case of a CSO(p, q)¢-structure, we

:fPa

(1]

find
- 5 56 ( Vé) ( Vé-)c (5 )
ab C[a b] Cc Jab = L [ab] L cGab = (GP)ab 1.€

[1]«

where &p is the generalized Kosmann lift of £ onto CSO(M, g), called, for reasons that
will become apparent in the sequel, the Penrose lift (of €). Also, from (2.6.17) and (2.6.9)
and using the fact that = = &p [or simply recalling that Z is CSO(p, ¢)*-invariant]'!,

2
Legun = Lep G = %fopgw/v

where, as before, ‘V’ denotes the covariant derivative associated with the transpose of
a (not necessarily symmetric) metric linear connection. Thus, imposing the holonomic
gauge on a CSO(p, q)¢-tetrad amounts to setting = = {p and requiring & to be conformal

Killing (cf., again, §B.1).

10This name was suggested by Marco Godina.
1Tn the same way we could have proven (2.6.19), i.e. without assuming (2.6.8).
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2.6.2 Lie derivative of a G-connection

Although a G-connection on a principal bundle P(M, G) is not a G-tensor even when P
is a G-structure since it is section of a gauge-natural affine bundle (c¢f. Example 1.10.16),
we shall give here the local expression of its Lie derivative for future reference. We
shall start with the case of a generic principal bundle, and then specialize to the case of
G-structures.

So, let = be a G-invariant vector field on P locally reading

=(x,a) = "(2)0, + =4 (x)pala)

for all ¢, !(x,a) € P, projecting on a vector field £ on M, locally reading &(z) = £#(x)d,
for all z € M. Then, if P, := WHP x, A denotes the bundle of G-connections on P (cf.
Example 1.10.16), the induced vector field =, € X(P,) will locally read

_ _ 0
Ep =", +:Aua A
”w
where
EAM = _(a,uéwwAu - (adEe)ABwBu + 9 EA)? (2.6.20)

(wA,) are local fibre coordinates on P and Z.(z) = E4(x)e4, (c4) being a basis of g.

Indeed, we have

z) = 2} @) _, -
=A@) = S 1A @)

=4u@) = G ((@)2)4 @)

{®;} denoting the flow of = (¢f. §1.3). Hence, setting o, (x) = ¢} (z)/0z", a(x) = P,(z)

and W, (7) == W', ow(z) = ((CIDt),\>AM(3:) for any section w of Py, we can rewrite (1.10.7)

((@)1)% (@) = ((Ade,w) s’ (@) — (B,P; 0 @_t(x))A)aéfLw).

t=0"

Differentiating this equation with respect to t at ¢ = 0 then gives
=4u(2) = (adz, () 50 (@) — 9,24 (2) — w7 (2)0,€" (),

i.e. precisely (2.6.20). O
Therefore, by virtue of (2.1.8) and (2.6.20) the Lie derivative of a G-connection w is

waAu = f”@,,wAu + QLS’WA,, — (adEe)Ang“ + (‘LEA

or
£Ew“4“ =& VwA“ + 8u§”w“4y — e EBwCM + 3MEA, (2.6.22)
where we introduced the structure constants (CABC = cA[BC}) of the Lie algebra g [with

respect to the basis (¢4)], intrinsically defined by ad. ec = [e5,64] = e ea (cf. §C.2).
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On a G-structure, formula (2.6.22) becomes
fgwabu = 5”8,,@0“1,“ -+ 8u£”w“b,, -+ w“cuECb — wcbuEac -+ uEab (2623)

in the fundamental representation of the Lie algebra g of G on gl(m,R).

Now we know that, P, being an affine bundle, £zw must be a section of the asso-
ciated vector bundle P, (¢f. Remark 2.1.3). Therefore, we would like to recast (2.6.22)
and (2.6.23) into a form which made their tensorial character explicit.

To this end, first note that the bundle of vertical G-invariant vector fields is isomorphic
to the vector bundle P xaq g (¢f. Example 1.10.19). Define then the (P X aq g)-valued
curvature 2-form () associated with w by

Q) = €] — €. (2.6.24)

for all £, € X(M), € and 7 being the horizontal lifts of ¢ and n with respect to w,
respectively. Locally,

QA = 0wt — 9w, + e wBWb. (2.6.25)

Now, since (P Xaq @) is a vector bundle associated with P, it makes sense to consider
covariant exterior derivatives of (P X aq g)-valued p-forms (cf. §1.5). In particular,

D,EA = 9,24 + Ape WBEC = V,2A (2.6.26)
Hence, on using (2.6.23) and (1.5.4), we easily find the desired expression
Lzwh, = €04, + V,EA (2.6.27)

for the Lie derivative of a G-connection on a principal bundle P(M, G). Analogously, on
using (2.6.23) and (2.6.14), it is easy to verify that

Lzw = € 1Q% + DEY, (2.6.28)
Lzw? = Lzwh, dat, Q% = 1/20%;, dz” A dz#, or equivalently
L2w, = 0%ey” R,y 7 + V, 2%, (2.6.28")

where we used the fact that Q%,, = 0%, Rf\op, (2%q,) being the components of
and (R’,,,) the components of the curvature 2-form'? associated with the (compati-
ble) natural linear connection I': the two sets are related because of (2.6.4). On start-
ing from (2.6.28'), a rather lengthy but straightforward calculation, which makes use
of (2.6.4), (2.1.7), (2.6.3) and (2.6.14), gives

LTy = L2 = R0eu&” + VY V,E7, (2.6.29)

a formula that has been known for a long time (cf., e.g., Schouten 1954; Yano 1957), and

12The corresponding tensor of type (1,3) is, of course, the well-known Riemann tensor (of M: cf.,
e.g., Wald 1984).
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is usually obtained directly from (1.5.16) or (1.10.8) on applying the standard definition
of a Lie derivative of natural objects.

Now, recall that the conventional notations £zw%, and £, actually stand for
(£zw)%, and (£I')?,,, respectively, where I' is a natural linear connection (cf. Exam-
ple 1.10.17). Of course, w?,,, = I'*,,, i.e. the components of w with respect to a holonomic
basis coincide with the components of I" with respect to the same basis [cf. (2.6.4)], but
in general Lzw?”,,, # L%, i.e. the components of £zw with respect to a holonomic basis
do not coincide, in general, with the components of £:I" with respect to the same basis.
Until the general theory of Lie derivatives was developed, there lacked the mathematical
framework for evaluating the Lie derivative of a (general) G-connection, and it was only
possible to evaluate £cI'. Classical textbooks do sometimes give the expression £:1'%,
for the Lie derivative of a natural linear connection in anholonomic coordinates, but this
is of course different from £zw%, even when w is a GL(m,R)-connection on LM since
the morphisms are different (cf. Example 1.10.17).

Formula (2.6.28) will play a key role in the derivation of the gravitational superpo-
tential in Chapter 4 in exactly the same way as formula (2.6.29) plays a key role in the
previous purely natural formulations of gravity (cf. §3.3.5). As the primary object of our
gauge-natural gravitation theory will be a spin-tetrad, we will be forced to take (2.6.28)
instead of (2.6.29) as the appropriate formula for the Lie derivative of a connection,
whether this is regarded as a variable itself (as in a “metric-affine” formulation) or a
combination of spin-tetrads (as in a purely “metric” one).

2.7 Critical review of some Lie derivatives

As anticipated in §2.6, we shall now review some definitions of Lie derivatives of spinor
fields and G-tensors which have appeared in the literature in recent years, one of the most
noteworthy being of course Bourguignon & Gauduchon’s (1992), which has been already
analysed in §2.5. All Lie derivatives reviewed in this section are of the gauge-natural, not
the G-reductive type, since all the authors under consideration aim at defining operators
which suitably reduce to the standard one on natural objects.

2.7.1 Penrose’s Lie derivative of “spinor fields”

We shall now give a reinterpretation of Penrose & Rindler’s (1986) definition of a Lie
derivative of spinor fields in the light of the general theory of Lie derivatives. This
definition has become quite popular among the physics community despite its being
restricted to infinitesimal conformal isometries, and was already thoroughly analysed
by Delaney (1993). Although his analysis is correct for all practical purposes, Delaney
fails to understand the true reasons of the aforementioned restriction because these are,
crucially, of a functorial nature, and only a functorial analysis can unveil them.

Throughout this section we shall assume m = dim M = 4, and ‘V’ will denote the
covariant derivative operator corresponding to the Levi-Civita connection associated with
the given metric g. Also, we shall use a covariantized form for all our Lie derivatives so
that our formulae can be reinterpreted in an abstract index fashion, if so desired. We
refer the reader to §D.3 for the basics of the 2-spinor formalism.
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Penrose & Rindler’s Lie derivative ,,Eép ¢ of a 2-spinor field ¢ (locally) reads
1 ro 1
£ 9" = V0" — <2VBA/§AA + 4VC§C<SAB) ", (2.7.1)
(cf. Penrose & Rindler 1986, §6.6) or, in 4-spinor formalism,
P a 1 a. b 1 c
"55 77D :E Va¢ - (4V[a£b]’y v+ Zvcf ) @ZJ (272)

for some suitable 4-spinor 1, and, in the authors’ formulation, only holds if £ is conformal
Killing. From (2.7.2) we immediately note that the (particular) lift of £ with respect to
which the Lie derivative is taken is not SO(p, ¢)¢-invariant, but rather CSO(p, q)¢-invari-
ant, i.e., strictly speaking £§P 1 is not a Lie derivative of a spinor field, but of a conformal
spinor field. Furthermore, it is easy to realize that the given lift is actually the Penrose
lift defined in §2.6.1.

Now, the Penrose lift £p of a vector field £ is just a particular instance of a generalized
Kosmann lift, and one should be able to take the Lie derivative of a conformal spinor field
with respect to {p no matter what £ is (¢f. Definition 2.5.2 and Example 2.5.3). The fact
that formula (2.7.1) above is stated to hold only for conformal Killing vector fields then
suggests that an additional condition has been (tacitly) imposed. From the discussion in
§2.6.1 we deduce that this condition must be the holonomic gauge.

This is actually the impression one gets from Huggett & Tod (1994), who from the
2-dimensionality of S(M, g) deduce that, for all Lie derivatives £z of spinor fields, the
following should hold

£=2Gap = £E(5ABEA’B’) = ()\ + )\)gab. (273)

This is true: actually, in the strictly spinorial case A = 0 since g, = 1, but what is not
necessarily true is that

£Eg,uu = £§(0a,u0b1/gab) = (>‘ + 5‘)9#1/7

unless we impose precisely the holonomic gauge'®: this implies nice property (2.6.16),

but has the strong drawback of restricting ourselves to infinitesimal conformal isometries.
This is probably the simplest way to interpret Penrose’s Lie derivative in terms of the
general theory of Lie derivatives.

This is not, though, the way Penrose & Rindler (1986) arrive at formula (2.7.1). Using
the fact that a (complex) bivector field K, i.e. a section of A’TM®, can be represented
spinorially as k ® kK ® &, k being a section of S(M, g), they write

fg(/{A/@BeA/B/) = £V, (kKB — PRBeDBV g0 — gARP AP V,£0 (2.7.4)

assuming that x ® Kk ® € transforms with the usual natural lift. In §D.3, though, we
mentioned that, in this kind of vector bundle isomorphisms, TM® (or TM) is assumed

13Note that, even in an abstract index type notation, we cannot suppress the CSO(p, q)°-tetrads since
the Lie derivative is a category-dependent operator, and the CSO(p, ¢)¢-tetrads here serve the purpose
of reminding us that, ultimately, we still want g to be a natural object as far as Lie differentiation is
concerned.
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to be a gauge-natural vector bundle associated with SO(M, g), not a natural bundle
(associated with LM ). Hence, if we want (2.7.4) to make any sense at all from the point
of view of the general theory of Lie derivatives, we must interpret £§P K as a £i¢K on a
vector bundle associated with a GL(4, R)-structure, not as £ K: in any case, x will not
transform with SL(2, C), as a standard spinor.

Now, a little algebra (Penrose & Rindler 1986, p. 102) shows that (2.7.4) implies
A B
Vi =0, (2.7.5)

which is readily seen to be equivalent to the conformal Killing equation (cf. §B.1). But
now recall from §2.6.1 that £k identically satisfies the holonomic gauge, and, unlike
in the SO(p, ¢)¢- or the CSO(p, ¢)°-case, this did not imply any further restriction, so we
might wonder why we ended up with (2.7.5). Note that, even starting from a general
GL(4, R)-invariant vector field = (projecting on &), i.e.

2-% 2=Y IR~ 2o
£E(/€AHB€AB) _ gcvc(HAﬁBgAB ) — kP BeD B'Ea, _ ALD A'D :bd’

one finds oneself restricted to cso(1,3), i.e.

~(A’'B’

=hs) =0, (2.7.6)
whereas the same argument applied in the strictly spinorial case [i.e. to an SO(p, q)¢-in-
variant vector field| leads to the trivial identity

0=0,

i.e. to no restriction whatsoever.

The reason why (2.7.5) or, more generally, (2.7.6) appears is due to the particular
vector space we are using to represent these “GL(4,R)-spinors”. Indeed, note that,
although we can represent a GL(4, R)-invariant vector field = spinorially, explicitly

(AB)A'B') | }ECC'CC/ -
2

—ab __
e —

ap_ap | Lio(apc  _aw
eNB 4 Z(BUBIC,AB |

2

—_
—
—

(1]

CAWBIABY - (2.7.7)

we cannot “move” a section of S(M, g) with = because the largest group that can act on
a 2-dimensional complex vector space is GL(2,C) and

dimgl(4,R) =4-4=16 #8 = (2-2)2 = dimgr gl(2,C),
unlike in the strictly spinorial case, where

M -6 = (2 .9 1)2 = dimRsl(Q,C).

dimso(1,3) = 5

If we nevertheless attempt to do so, we get the 9 conditions (2.7.6).
One could still wonder why we get 9 equations instead of 8. The reason is that, as we
can also easily see from (2.7.7), the irreducible decomposition of gl(4,R) is

gl(4,R) =s0(1,3) @RV
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V being the vector space of all traceless symmetric matrices, and no combination of the
dimensions of the terms on the r.h.s. adds up to 8, so that we are left with cso(1,3) =
50(1,3) @ R. This also explains why it is only possible to determine the real part of A
(corresponding to the term Z¢ of the general case) in (2.7.3), as already observed by
Penrose & Rindler (1986), p. 102.

2.7.2 Gauge-covariant Lie derivative of G-tensor valued
g-forms

Let P(M,G) be a G-structure. The (connection-dependent) gauge-covariant Lie
derivative Lco of a G-tensor valued g-form o on P with respect to a vector field ¢
on M is defined to be (Mason & Frauendiener 1990; Woodhouse 1991; Hehl et al. 1995)

Lea =& 10Da+ D(E 1), (2.7.8)

where ‘D’ denotes the covariant exterior derivative operator associated with a G-connec-
tion w on P. Locally,
ai...ar ,__ ai...a al c...a a ai...c
Day, ) =dag 5] Fw e Aol 4 FwTe Aoy

ai...ar
c...bs

— =W, Aottt (2.7.9)

C
_wbl /\a b1...c

[cf. (1.5.8)], where we set

1
gy = T L, AT A A da (2.7.10)

| by...bsvy...vg

ai...ar _ _ai...ar : . .
Wy g = Yy b [or.y] denoting the components of a in some suitable chart.

On recalling the definition of a gauge-natural Lie derivative and that of the horizontal
lift £ of a vector field on M onto P (cf. §1.5), it is now easy to see that

Lea = Lea, (2.7.11)

i.e. the gauge-covariant Lie derivative of a G-tensor valued q-form a with respect to a
vector field & € X(M) is nothing but the gauge-natural Lie derivative of o with respect
to the horizontal lift of £&. On a standard ¢-form o on M this Lie derivative reduces, of
course, to the standard (natural, connection-independent) Lie derivative

Lea =& 1da+d(E L a), (2.7.12)

whereas on a G-vector field 7 it reproduces its covariant derivative (associated with w)
with respect to &, i.e.
Len = €1 Dn = Ve,

consistently with (1.5.7) and (2.1.8).

2.7.3 Hehl et al.’s (1995) “ordinary” Lie derivative
Hehl et al. (1995) define the “ordinary” Lie derivative of a GL(m,R)-tensor valued
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g-form a with respect to a vector field £ on M as

T ap..ar .__ ai...ar = a1 . C...Qp = ~ar  a]...C
Lea 50 = Leagy ) = Vel™ g — - = Ve g [ 7,
=7 ¢C Q1.0 =7 (¢C_ Q1.0
+ Vi &aly e+ Vi ey T
. . aj...ar _ ai...ar 3
where we used the abbreviated notation (2.7.10), Wy by = Ot bon..w,] demoting the

components of a in some suitable chart. On using (2.7.11) and recalling (2.6.18), we
readily find that .
LgO{ = £L§C¥,

which is nothing but the gauge-natural Lie derivative of @ with respect to the natural
lift of §. Of course, £1¢ is well-defined on any GL(m, R)-tensor, and therefore we can
effortlessly extend the domain of L, simply by setting

Le = £re. (2.7.13)

This Lie derivative is used quite often in physics nowadays. In principle, there is nothing
wrong with this, but it must be noted that it is just a gauge-natural Lie derivative with
respect to a particular lift. Therefore, one should not claim that results found on making
use of (2.7.13) are generally valid.
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Chapter 3

Gauge-natural field theories

Je me suis proposé de réduire la théorie de cette Science, et
I’art de résoudre les problemes qui s’y rapportent, a des formules
générales, dont le simple développement donne toutes les équations
nécessaires pour la solution de chaque probléeme.

J.-L. LAGRANGE, Mécanique Analytique, Avertissement

This chapter can be regarded as an introduction to the geometric formulation of the
calculus of variations and the theory of conserved quantities in a gauge-natural context
(see also Fatibene 199g; Fatibene & Francaviglia 2001; Fatibene et al. 2001).

In this connection, it is probably worth stressing that the reformulation of well-known
classical results, such as Noether’s (1918) theorems, in modern geometrical terms is not
just a nice exercise of differential geometry, but provides one with tools that have proved
to be extremely powerful in tackling problems which had remained unsolved until very
recently (cf., e.g., Francaviglia 1990; Giachetta et al. 1997).

3.1 Variational principle

3.1.1 Classical approach

In this section we shall describe the classical approach to the Lagrangian formulation of
a field theory. We shall follow mainly Wald (1984).

We have a field theory whenever a (physical) system can be described in terms of
two sets of variables: dependent (field variables or simply fields) and independent. The
behaviour of the system is known whenever the values of the fields as functions of the
independent variables are known. The fields are connected to the independent variables
through one or more equations (the field equations or equations of motion), which specify
their dynamics.

In this sense, classical mechanics is a field theory: time is the independent variable,
the coordinates defining the system configuration are the fields, and the Euler-Lagrange
equations are the field equations. Also electromagnetism is a field theory: space-time
coordinates are the independent variables, the six components of the electric and magnetic
fields are the field variables, and the Maxwell equations are the field equations.

In physics, the field equations are generally deduced from a wariational principle.
Consider a field theory involving an otherwise unspecified field ¢ = ¢(z) over an m-di-
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mensional manifold M. Usually, M is taken to be a 4-dimensional Lorentzian manifold,
but this is of no particular interest here. Let &/[i)] be a functional of v, i.e. a map
from the field configurations on M into the (real or complex) numbers, and let (¢*) de-
note the components of ¢ with respect to some suitable basis. Let {¢,} be a smooth
one-parameter family of field configurations starting from 1y which satisfy appropriate
boundary conditions, and let (¢/$) denote the components of ¢, for each A. We call

«._ 0%
oy = 3

(3.1.1)

A=0

a variation of 1*. Suppose that d.o7 /d\ at A = 0 exists for all such one-parameter families
starting from ¢§. Moreover, suppose that d.//d\ can be written in the form

C}f = /Dxa&b“,

where y, = Xq(7) is smooth in z, but otherwise unspecified, and D is a compact sub-
manifold of M. Then we say that .o/ is functionally differentiable at 1b§. We call x, the
functional derivative of o/ and denote it as

o
Xa =: -l -
5¢ Yo
Consider now a functional & of the form
/) = [ Livds,

where L is a scalar density depending on the point x, the field ¢ and a finite number of
its derivatives, i.e.

L =Lz, ¢, 0,,¢", ..., 0u - 0, ¢"),

and ds := dz® A --- A da™! is the standard volume element on M. Suppose that o7 is
functionally differentiable and that the field configurations ¢ which extremize o7,

0/
sl =0, (3.1.2)
¥ P
are precisely the ones which are solutions of the field equations for 1. Then & is called
an action and L a Lagrangian density.

Let us find now an explicit expression for (3.1.2) when L depends on the derivatives
of the field only up to the first order, and 6¢* = 0 on the boundary 0D of D. In such a
case we have:

d.o/ d " "
St = s a/DL(QSJ/J ,0,0%) ds
oL oL
_ a a 1
J, (awaw R R ) o 313
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where
90,93

00,0 == o

WX _ 5 s
o], 0. (3.1.4)

A=0
On substituting this expression into (3.1.3) and integrating by parts, we obtain

oL\ . . .
S = /<8¢a “aauw)wdﬁ/ (aauwa&/})ds

/(aw “ag,im> 09" ds +/ aa

where in the second line we used Stokes’s theorem and ds, := 9, Jds (c¢f. §1.1). Now,
the second integral in (3.1.5) vanishes since 0¢* = 0 on 0D. Therefore, condition (3.1.2)
reduces to the vanishing of the first integral in (3.1.5) or, equivalently,

ds,, (3.1.5)

oL oL
— = 1.
awa aﬂ 83;@“ 07 (3 6)

since both D and 6¢* are arbitrary. Egs. (3.1.6) are called the Euler-Lagrange equations.

Remark 3.1.1. At this stage, the geometric framework is not quite clear. Moreover,
observe a few notational inconsistencies, e.g. in (3.1.6). In the denominator of the second
term on the Lh.s, 9,7 has a “formal” meaning, i.e. it is the “variable” with respect to
which we are differentiating the Lagrangian density and must not be regarded as the
partial derivative of ¥%(x). Furthermore, the operator 0, in the numerator is ambiguous
too: in principle, it could be regarded as either a partial derivative with respect to z* or
a total derivative to which the chain rule applies. The latter is the meaning it actually
has, but only once OL/00,1*" is evaluated on a solution of the field equations, otherwise
¥* and x are to be regarded as independent variables. Indeed, recall classical mechanics,
where the Euler-Lagrange equations read

oL dIL
o¢t  dtout

(3.1.7)

and u' = dq'/dt only on the equations of motion, and the time derivative appearing
n (3.1.7) is, with reason, a total one.

3.1.2 Geometric formulation on gauge-natural bundles

A field theory can be phrased in geometrical terms by means of a fibred manifold
(B, M, ), the base M representing the space of independent variables, the total space B
representing the space of fields, and the projection 7 associating with each point x € M
(independent variable) the set B, := 7 '(x) of all possible values of the fields at z.
The system behaviour is given by a (usually only local) section o of (B, M,w). Such
a section is the geometric equivalent of the field ¢ of the previous section. Therefore,
the space of all possible fields is the space of all local sections of (B, M, 7). We call the
sections that are solutions of the field equations critical, whereas (B, M, ) is known as
the configuration bundle of the theory.
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Chapter 3. Gauge-natural field theories

Now, although the calculus of variations could be entirely developed on fibred mani-
folds (cf., e.g., Giachetta et al. 1997), for our present purposes these are far too general
objects. Therefore, in the sequel the configuration bundle of the theory will be assumed
to be a gauge-natural bundle P, associated with some principal bundle P(M,G) (cf.
§1.10). P is then called the structure bundle (of the theory). Indeed, gauge-natural
bundles form a category large enough to encompass all known classical field theories
(cf. Eck 1981; Kolar et al. 1993; Fatibene 1999). At the same time, this specialization
to gauge-natural bundles will enable us to give a more concrete characterization of the
physical systems under consideration.

The basic ingredient of a geometric (Lagrangian) field theory is its Lagrangian, i.e.
a base-preserving morphism

L: JPy, — N™T*M, (3.1.8)

A"T*M being the vector bundle of m-forms on M and m the dimension of M, or, equiv-
alently, a horizontal m-form L € QF(J*Py) (cf. §1.8). The “k-th order jet bundle” J*P,
whose precise definition was given in §1.7, can be thought of simply as the space of the
field variables together with all their derivatives up to the k-th order. We stress that, in
this geometric approach, the fields and their derivatives (together with the independent
variables, of course) are to be regarded as coordinates on J*Py. Indeed, one of the main
advantages of this formalism is that jets of fibre bundles (when sections are identified by
a finite number of terms of their Taylor series) form smooth finite-dimensional manifolds.
Therefore, the dynamics of field systems is defined on a finite-dimensional configuration
space.

The integer k is called the order of the Lagrangian. In the rest of this thesis, we shall
be mainly concerned with first order Lagrangians; therefore, as a rule, in the sequel we
shall only discuss the first order case in some detail, limiting ourselves to simply state the
corresponding results for higher order Lagrangians. Indeed, most physical theories are
described by first order Lagrangians, one remarkable exception being general relativity
in the Einstein-Hilbert approach (cf. §§3.3.5 and 4.5). A geometric field theory based on
a k-th order Lagrangian is called a k-th order field theory.

The variation of the field (3.1.1) is geometrically represented by a vertical' vector
field T on J'P, (cf. §1.2). The variation of a (first order) Lagrangian £ is then simply
defined as the Lie derivative of £ with respect to the pair of vector fields (J'T,0) in
the sense of formula (2.1.3), where J'YT denotes the first oder jet prolongation of T, i.e.

IOCE%HY
+ d Tai 3]_9
aya H 8@'“ ) ( )

(T%) denoting the components of T [¢f. (1.9.3)]. Thus, we have

AN .

oL oL
7Ta +
oy* oy,

"E(JlY,O)L = <d£), J1T> = ( dHTa> dS, (3110)

'We are just considering wvariations of the field, not of the point x € M at which it is evaluated.
The “full variation” of the Lagrangian enters the discussion of conserved quantities and is given by (the
second component of) (3.2.4) below.
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3.1. Variational principle

where L is the scalar density intrinsically defined by the local decomposition
L = Lds, (3.1.11)

where ds is as in §1.1. Observe that the notation is consistent since

_ oy

o T =T = — £y,

Loproy® = (dyt, J'T)

Le. T¢ « dy® and £y < 0 (cf. §3.1.1).
On applying the Leibniz rule to the second term on the r.h.s. of (3.1.10), the variation
of £ can be rewritten as?

(AL, J'T) = (e(L), 1) + du{f(L),T), (3.1.12)

where e(L) is the Euler-Lagrange morphism, locally given by

) oL . 0L\ -
L) = dyf @ ea(L) = [ 22 — d, 22 ) dy* @ ds, 11
() =1 @ ell) = (e~ i ) s 3.1.13)
and
. oL -
f(L) = fi"dy* ®ds, ::@dy“@)ds#, (3.1.14)
I

{dy®} denoting the fibre basis of V*Py := (VP,)* defined by requiring (dy®, d) = 0%.
Identity (3.1.12) is called the first variation formula and the f,*’s the (first order)
momenta. This calculation can be generalized (in a straightforward but rather technical
way) to the k-th order case. Indeed, we have the following

Proposition 3.1.2. Let L be a k-th order Lagrangian on a gauge-natural bundle Py,
k > 1. There exist a global morphism f(L,T): J?*71Py — V*J*1P, @ A™'T*M and a
unique global morphism e(L): J**Py — V*Py @ N™T*M such that

(") (AL, J*T) = (e(£), T) +du(f(L,T), J*1T) (3.1.15)

for any vertical vector field T on Py. Locally,

oL oL \ -
"

a
Oy 1<

Proof. See, e.g., Kolar et al. (1993), §49.3. O

In the sequel, we shall use the classical notation 64 for (mg")*(dL, J*Y) = (7g%)*£ sy o)L
whenever no confusion can arise. Unlike e(L), f(L,I") is not uniquely determined and
depends in general on a linear connection I' on M. In the case k = 1,2, though, this

2More precisely, the L.h.s. of (3.1.12) should read (72)*(dL, J'Y) [cf. §1.7 and (3.1.15) below].
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Chapter 3. Gauge-natural field theories

dependence disappears® and f(L,T) = f(L) locally reads

oL OL \ - oL -
fL:[( —(k—1)d, )dy“—l— k—1 dy®, | ® ds,,

( ) aya‘u ( ) ayauy ( )ayaﬂy 1
where dy?, is defined by requiring (dy®,, ") = §%0”, [compare with (3.1.14) above]. The
global morphism f(L,T") is called the Poincaré-Cartan morphism.

Let us now come back to the first order case. On following now the same line of
argument that led from (3.1.5) to (3.1.6), the field equations are found to be

e(L)oj*c =0 (3.1.16)
for any critical section o: M — Py, or, locally,

<3L _ N“) o 20 = 0, (3.1.16')
ay° oy,

by virtue of (3.1.13) and consistently with (3.1.6). The field equations are second-order:
indeed, the second term in brackets on Lh.s. of (3.1.16") depends in general on the fields,
and their first and second derivatives. On the other hand, the momenta depend in general
on the fields and their first derivatives.

The term appearing as a horizontal differential in (3.1.15) [or (3.1.12)] is called the
“boundary term”, since in the formula of the variation of the action it goes over to an
integral on the boundary of the domain D. If two Lagrangians differ by a boundary
term, then the corresponding field equations turn out to be the same, in which case the
Lagrangians are said to be (dynamically) equivalent. Indeed, let

L= L+ dup,

where L is a k-th order Lagrangian on Py and 3 is a horizontal (m — 1)-form on J*P
such that dg3 € Qu'(J*Py). Then, L’ is also a k-th order Lagrangian on Py. Moreover,

5L = 6L + 6duf3
= (e(L),T) + du(f(L,T), J*T) + 6dup,

where we used (3.1.15) and set § := £y o). However, the operators § and dy commute.
This can be seen in various ways: from the identification of § with the variation defined in
§3.1.1, and hence from (3.1.4); in local coordinates, from expression (3.1.10); on applying
the covariant functor J! to (2.1.3). Therefore,

0L = (e(L), 1) + du({f(L,T), J<T) +5B). (3.1.17)

However, by virtue of Proposition 3.1.2, for each Lagrangian L', there is a unique Euler-

3More precisely, f(£,T) is uniquely determined for m = 1 (any k) and k¥ = 1 (any m). For m > 2
and k > 2 uniqueness is lost, but for k = 2 (any m) there still is a unique canonical choice.
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3.2. Symmetries and conserved quantities

Lagrange morphism e(L’) such that a decomposition like (3.1.17) holds. Hence,
(L) = e(L),

as claimed. O

Proving the converse, i.e. that all Lagrangians equivalent to a given one differ from
one another by a boundary term, represents one of the most difficult problems of the
geometric calculus of variations and, in the k-th order case, was only recently solved by
Krupka & Musilova (1998). In the present, gauge-natural, context, their result can be
rephrased as follows.

Theorem 3.1.3. Two k-th order Lagrangians L and L' on a gauge-natural bundle Py
are equivalent iff, locally, they differ from each other by the horizontal part of the exterior
differential of an (m — 1)-form x on J*1Py.

In the first order case, this result admits a further refinement, whereby two first order
Lagrangians on P\ are equivalent iff they differ from each other by the horizontal part of
a (global) closed m-form on P, (Krupka 1974).

3.2 Symmetries and conserved quantities

Roughly speaking, a “symmetry” of a physical system is a correspondence associating
with any possible history of the system another such history of the same system. More
precisely, we can give the following

Definition 3.2.1. Let P, be a gauge-natural bundle associated with some principal bun-
dle P(M,G) over an m-dimensional manifold M, as in the previous section. A configu-
ration bundle automorphism (p, ®), i.e. an automorphism ® of Py over a diffeomorphism
@: M — M, is called a symmetry of a geometric field theory described by a k-th order
Lagrangian L: J*P, — N™T*M if

(L) 0 @00y =0
for any critical section o: M — Py.

Now, since L: J*Py, — N™T*M and e(L): J*P\, — V*Py @ N™T*M, for any configu-

ration bundle automorphism (¢, ®) we must have!
e(N" T o Lo Jkd) = (VO Lo N" T ) oe(L) o J#O, (3.2.1)

where V*® :=T*®

VP -

Definition 3.2.2. A configuration bundle automorphism (¢, ®) is called a generalized
invariant transformation if it leaves the Euler-Lagrange morphism associated with a
k-th order Lagrangian £ on Py unchanged, i.e. if (V*® 1@ A" T*p 1)oe(L)oJ?*® = ¢(L).

4Remember the “direction” of our cotangent maps as defined in §1.1.
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Chapter 3. Gauge-natural field theories

In the sequel we shall deal with a more restricted class of symmetries, which is nonethe-
less large enough to encompass most cases of physical interest.

Definition 3.2.3. A configuration bundle automorphism (¢, ®) is called an invari-
ant transformation (or a Lagrangian symmetry) for a k-th order Lagrangian
L: J*Py — N™T*M if it leaves L unchanged, i.e. if AT ' o L o J*® = L.

It follows immediately from (3.2.1) and Definition 3.2.3 that any invariant transformation
is a generalized invariant transformation. In its turn, any generalized invariant transfor-
mation is a symmetry. Indeed, from (1.7.2) and Definition 3.2.2 it follows that

e(L) 0 (B 00 0w l) = e(L) 0 JHb o o 07!
= (Vo AN"T"p)oe(L)o 7k g o,

which clearly vanishes if e(L) o j%*¢ = 0. O
Now, the infinitesimal version of Definition 3.2.3 is the following.

Definition 3.2.4. A vector field = generating a one-parameter group {®;} of invariant
transformations is called an infinitesimal invariant transformation (or an in-
finitesimal Lagrangian symmetry).

Definition 3.2.5. Let Aut(P,) denote the group of all induced automorphisms of Py
[c¢f. (1.10.4)]. We shall say that a k-th order Lagrangian on P\ is Aut(P))-invariant
if any induced automorphism of P, is a Lagrangian symmetry (and any induced vector
field on P, is an infinitesimal Lagrangian symmetry).

We are now in a position to refine our definition of a geometric field theory on a
gauge-natural bundle P.

Definition 3.2.6. A k-th order gauge-natural (Lagrangian) field theory is a
geometric field theory on a gauge-natural bundle P, in which the fields are represented
by (local) sections of P, and the equations of motion can be formally written as

e(L)oj*o =0 (3.2.2)

for some suitable Aut(Py)-invariant k-th order Lagrangian £ on P\ and some (critical)
section o: M — Py. Whenever an identity holds only modulo equation (3.2.2), we shall
call it a weak identity (as opposed to strong), or say that it holds “on shell”, and use the
symbol ‘~’ instead of the equals sign. In particular, we shall write equation (3.2.2) itself
simply as e(L) =~ 0.

All known classical Lagrangian field theories such as all standard gravitational field the-
ories (including, in particular, Einstein’s general relativity and the Einstein-Cartan the-
ory), electromagnetism, the Yang-Mills theory, bosonic and fermionic matter field the-
ories, topological field theories—as well as all their possible mutual couplings—are La-
grangian field theories on some suitable gauge-natural (vector or affine) bundle (cf. Eck
1981; Kolar et al. 1993; Fatibene 1999).

Remark 3.2.7. Note that, if one starts from Definition 3.2.6, there is no need to intro-
duce the concepts of an action or a variation, and one can work completely within the
boundaries of a finite-dimensional formalism.
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3.2. Symmetries and conserved quantities

Proposition 3.2.8. Let =, be a vector field on P, induced by a G-invariant vector
field = on P projecting on a vector field & on M, and L an Aut(Py)-invariant k-th order
Lagrangian on Py. Then,

(2F)*(dL, JoE=y) = du(€ 1 L). (3.2.3)

Proof. The result readily follows from Definition 3.2.4 and the properties of the formal
generalized Lie derivative, taking into account the isomorphism J*VP, = V.J*P, locally

~

given by the identification (2%, 4% 9°, v, (1°)u) = (2}, 4%, %, 9%, (¥%) := (3°),). In the
first order case, one explicitly proceeds as follows. By Definition 3.2.3 a one-parameter
group of (induced) Lagrangian symmetries {¢;, (®;),} satisfies

Lo JH®,)y = AT 0 L
On differentiating this expression with respect to ¢t at ¢ = 0, one gets
Ligrzy ampee)o = TL o JFEy — A"T€ 0 L =0, (3.2.4)

=, being the infinitesimal counterpart of {(®;),} and & its projection on M. Specializing
now to the case k = 1, (the second component of) formula (3.2.4) can be locally rewritten
as

0=(dL,J'E,) + 9,&"L
= FO, L + 20, L + (d,Z* — y%,0,£")0," L + 0,6"L, (3.2.5)

where we used (1.9.3). Consider now the expressions for the formal generalized Lie
derivative of y* and y%,, given by (2.1.11") and (2.1.13), respectively. On inserting these
two expressions into (3.2.5) and recalling that [cf. (1.8.11)]

d, (L&) = 0,E" L + €10, L + &y, 0. L + £'y°%,,0." L,
we get immediately 3 .
d,(LE*) = 0L £2y° + 0L £=y°,, (3.2.6)
which is nothing but the coordinate expression of (3.2.3) in the first order case. O

Identity (3.2.3) is known as the fundamental identity. Combining (3.1.12) and
(3.2.3) we get

duE(L,Z) = W(L, ), (3.2.7)
where we set
E(L,Z) = =610+ (f(L,T), JF " Lzy) (3.2.8)
and
W(L,E) := —(e(L), £=y). (3.2.9)

E(L,E) is called the Noether current and W (L, =) the work form. For a first order
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Chapter 3. Gauge-natural field theories

theory, formula (3.2.8) explicitly reads
E(L,Z) = (L& + fo" £=y®) ds,, (3.2.10)

where we are assuming (3.1.11), as usual. Formula (3.2.7) is the generalization of the
(first) Noether (1918) theorem to the geometric framework of jet prolongations of
gauge-natural bundles. Indeed, if we define

E(L,Z,0) = (j""0)" E(L,5),
W(L,Z,0) = (j%%0)"W(L,Z),

we have

dE(L,Z,0) = W(L,Z,0)

and, whenever o is a critical section,
dE(L,Z,0) = 0. (3.2.11)

Thus, given an infinitesimal Lagrangian symmetry =,, we have a whole class of currents
E(L,=,0) (one for each solution o), which are closed (m—1)-forms on M. We stress that
the Noether current E(L, =) is defined at the bundle level and is canonically associated

with the Lagrangian L. It is only at a later stage that it is evaluated on a section
o: M — Py, thereby giving E(L,Z, o).

Remark 3.2.9. Note that Noether theorem is an identity [a strong one in the sense
of (3.2.7) or a weak one in sense of (3.2.11)] ensuing solely from the Aut(P,)-invariance
of the Lagrangian. In the classical terminology, E(L, =) is known as a first integral (of
the motion).

Since F(L,=,0) is an (m — 1)-form on M, it can be integrated over an (m — 1)-
dimensional region X, namely a compact submanifold 3 < M with boundary 93.

Definition 3.2.10. The real functional
0s(L,E, o) ::/E(L,E,a) (3.2.12)
M

is called the conserved quantity (or charge) along o with respect to = and X.

Clearly, if o is a critical section, and two compact (m — 1)-submanifolds 3,3 «— M
form the homological boundary 0D of a compact m-dimensional domain D C M, from
(3.2.12), Stokes’s theorem and (3.2.11) we readily obtain

Qs:(L,2,0) = Qs(L,Z,0) = Jy B(L,E,0) - JoE(L,Z,0)
- f@D—E’\EE(L’ :7 U)
_fDdE( 2,0 ):O (3213)

Remark 3.2.11. In classical mechanics (cf. §3.3.1 below), M = R, E(L, E, 0) is a 0-form,
i.e. an R-valued function on M, and X, 3 are just two points ¢, € R. Therefore (3.2.13)
becomes

Qt’(L7Ea ) Qt( a‘ﬁ7 )
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3.2. Symmetries and conserved quantities

i.e. Q4(L,Z,0) is indeed a quantity conserved in time along any solution o: ¢ +— (¢, ¢’ =
a'(t)) of the field equations. This motivates the name of a “conserved quantity” for
Qx(L,=,0) in the general case.

Since F(L, =, 0) is closed on shell, in field theories where m > 1 we may ask ourselves
whether it is also exact, i.e. whether there exists an (m — 2)-form U(L,=,0) on M such
that

EL,E0)=dU(L,E,0). (3.2.14)

If this happens to be the case, then we can express Qx (L, =, 0) as an (m — 2)-dimensional
integral over the boundary 9% of ¥. Indeed, on using (3.2.14) and Stokes’s theorem, we
have

QE( E ) fE ( = 0 )
= $xU(L,E o). (3.2.15)

Actually, it is possible to prove the following fundamental

Theorem 3.2.12 (Fatibene 1999°). Let P, := WHP x, A denote the bundle of G-con-
nections on a principal bundle P(M,G) and L*M; = L*M x; T3 (R™) the bundle of
(natural) linear connections on M (cf. Examples 1.10.16 and 1.10.17). Now, let Py be a
gauge-natural bundle associated with P and suppose there exist two base-preserving mor-
phisms w: J*Py — P, and T': J*Py — L2Mg associating with each section o: M — Py a
G-connection w o j*o on P and a linear connection I' o j*a on M, respectively. Then,
the Noether current is exact on shell for all k-th order gauge-natural field theories on Py,
regardless of the topology of M.

We shall not prove Theorem 3.2.12 in the general case, but shall limit ourselves to ex-
plicitly show that it holds true for all the theories we shall deal with. We stress that this
important result can only be achieved since Noether’s theorem has been formulated in
terms of fibred morphisms rather than directly in terms of forms on M. In particular,
we shall give the following

Definition 3.2.13. If the Noether current E(L, =) can be written as
E(L,Z) = E(L,E) +duU(L, 2), (3.2.16)

where E(L,Z,0) = (7% '0)*E(L,Z) vanishes for any critical section o, then we shall
call E(L,Z) and U(L,Z) the reduced (Noether) current and the superpotential
associated with L, respectively. Whenever the splitting (3.2.16) holds, then it is immedi-
ate to see that U(&, E,0) := (1% 71o)*U (L, =) satisfies equation (3.2.14) for any critical
section o.

5The proof closely follows the analogous one for natural field theories due to Robutti (1984) (see also
Ferraris et al. 1986, 1987). The existence of the morphisms in question is a technical condition required
for ensuring a global decomposition of the Noether current (see also §3.2.1 below). It is interesting
to note, though, that in many theories of physical interest a G-connection and/or a linear connection
naturally appear as dynamical variables.
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We stress that Noether currents and superpotentials have an indirect physical meaning, in
that they provide the corresponding conserved quantities upon integration. What is really
physically meaningful, though, are the values of these integrals, which only depend on
the cohomology class, not on the chosen representative. In other words, Noether currents
are defined modulo exact (m — 1)-forms, superpotentials modulo closed (m — 2)-forms.

Finally, one might be interested in what happens to Noether currents and superpo-
tentials (and, hence, to the conserved quantities) when the Lagrangian £ of the theory is
replaced by an equivalent Lagrangian L', which, by virtue of Definition 3.2.2, is the same
as asking what the conserved quantities associated with a generalized invariant transfor-
mation L +— L are. From Theorem 3.1.3 it follows that, locally, L' = L + h(dy), where
x is an (m — 1)-form on J*~'P,. Now, comparison between (3.1.15) and (3.2.8) tells us
that we can read off the Noether current associated with L’ from its first variation, which
will be given by (3.1.17) if we just set 3 := h(y). Explicitly,

E(L/7E) = E(LHE) + °€Eﬁ_£JdHﬁ7

where we used (1.8.17). But 3 is in Q' !(J*Py) by definition; accordingly, £=3 = £:3 =
¢ 1dyf + du(€ 2 B), whence

E(L' Z) = E(L,2),
UL,Z)=U(L,Z)+£10, (3.2.17)
Qs(L,2,0) = Qs(L,Z,0) + s (€1 5). (3.2.18)

Of course, these results will only have a local validity in general. In the sequel, though, we
shall either deal with equivalent Lagrangians differing from each other by global boundary
terms, or else our considerations will not rely on globality issues.

Remark 3.2.14. As E(L,=,0) can be locally written as
E(L,E,0)=FE"L,Z,0)ds,, (3.2.19)
where the E*’s are the components of a vector density, equation (3.2.11) becomes
o,E" =0,
which, whenever M is the ordinary space-time manifold and z° =: ct, reads

de

675+divj'=0,

where we set ¢ := E°/c and 7:= (E', E? E?). So, whenever we can identify the parame-
ter ¢ with time, we get the usual (differential) equation of continuity with density o and
current 7.

Remark 3.2.15. Consider a first order gauge-natural field theory described by a La-
grangian L: J'Py — A™T*M. Then, the Noether F(L,=) associated with £ and Z is
locally given by (3.2.10), where f,* = 9,*L [cf. (3.1.14)]. Now, since the gauge-natural
lift =) of = onto P, is a projectable vector field, it is always possible to choose fibred coor-
dinates (z,y%) = (t, 2%, y*)7" on Py adapted to =y, i.e. such that =, = 9/0t. Then, the
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formal generalized Lie derivative fgy“ reduces to the formal derivative y% with respect to
the coordinate 2° = ¢. Consider now an m-dimensional region D C M contained in the
domain of the chart (¢, ") and assume that D is sliced by a family of (m — 1)-dimensional
hypersurfaces ¥; at constant t. Then, from (3.2.12) it follows that the conserved quantity
associated with = and >; along a solution ¢ of the field equations is

Q5. (L, E,0) = J5,(f"L=y" — LE%) 0 j'o dsy
= J5,(fa’y%0 = L) 0 j'o ds.

If we identify the coordinate ¢ with time, this formula reproduces the standard ADM
energy for first order theories (Arnowitt et al. 1959, 1960, 1962), and Hy := f"y% — L is
recognized to be the (Lagrangian counterpart of the) Hamiltonian density of the theory
(see also §5.3).

3.2.1 Energy-momentum tensors

Let P, be a gauge-natural bundle of order (r,s) associated with a principal bundle
P(M,G) and let €49, + =4p 4 be the local representation of a G-invariant vector field =
on P. Then, from (2.1.8), (1.10.6), and hence ultimately from (1.10.3), we see that the
gauge-natural Lie derivative of a section o: M — P, with respect to = is a linear partial
differential operator of order 7 and s in £* and =4, respectively. Hence, from (3.2.8) it
follows that the Noether current associated with a k-th order gauge-natural field theory
on Py can be expressed as a linear combination of partial derivatives of £* and =4 up to
order r + k — 1 and s + k — 1, respectively.

Suppose now the hypotheses of Theorem 3.2.12 are satisfied. Then, we can choose
the systems

A A A =A =A =A
§ >VM1§ ,...,V(M "'vur+k—1)£ and = ,Vm: ,...,V(m "'Vus+k—1):
as the generators of the modules spanned by

0,60 .. 0,0

A —A —A —A
ﬂr+k71£ and = 78%“ ""’aﬂl‘”a

Hs+k—1—" >

respectively. Clearly, the former systems generate the same modules as the latter. As
far as linear independence is concerned, it enough to notice that there always exists a
coordinate system for which V,, ---V, ) = 0,,---9,, at a given point. Also note that
symmetrization is required because of the commutation relation [cf. (2.6.24) and (1.5.17)]

1
V[HV’/]&-p = E(Rpo'lwga - Ta;wva'gp) (3220)

and the analogous ones for the Z4’s and/or higher order covariant derivatives.

Let us now concentrate on the case r = 1 = k, s = 0, which encompasses many
natural field theories, e.g. any first order tensor field theory (c¢f. Example 1.10.15). For
simplicity’s sake, in the remainder of this section we shall also assume that the given
linear connection (morphism) on M is torsionless. Thus, from the above considerations
we know that, if £(L,Z) = F(L,£) denotes the Noether current of the theory, then the
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Chapter 3. Gauge-natural field theories

following decomposition must hold
B(L,8) = (B8 + BV, V,") ds, (3.2.21)

where, by construction, (E%,) and (E*?,) are the components of two tensor densities of
weight +1 known as the canonical energy-momentum tensor densities. For the
same reasons, from (3.2.7) it follows that the work form must be expressible as

W (L, &) = (W& + W Ve + WA, Va V&) ds, (3.2.22)

where again, by construction, (W,), (W?,) and (W7, = W(*9),) are the components of
three tensor densities of weight +1 known as the stress energy-momentum tensor
densities. Decompositions (3.2.21) and (3.2.22) [for arbitrary k,r, s] underlie the proof
of Theorem 3.2.12. But, now, from (3.2.21), (1.8.14) and (1.1.2a) it follows that

duE(L, &) = dy(EN&" + B, V,£") ds

= [(VAE,, + 3B, RYi0 )€ + (B + VAEY )V, + B,V V)€ ds
(3.2.23)

where we used (3.2.20) with 7 = 0 and replaced formal derivatives with (formal) covariant
derivatives since

QVH =09, VF 4+ T, V" —T%, VI =V, VH (3.2.24)

for any vector density V' of weight 4+1 and any symmetric connection I'. On using (3.2.7),
(3.2.23) and (3.2.22), and taking into account the arbitrariness of the {#’s, we then find

W, = VAE*, + $E*, R\, (3.2.25a)
We, = E°, + V\E*,, (3.2.25b)
W, = B39 . (3.2.25¢)

Suppose now that our configuration bundle is the fibred product (over M) of a natural
bundle .#M, coordinatized by (2*,%*), and the symmetric tensor product \/*T*M, coor-
dinatized by (2%, g,,): in other words, a (non-degenerate) section of \/*T*M is a metric
on M. Then, identity (3.2.7) takes the form

dy(—LEM + fA Ly + [P Leg) ds = —e, (L) Loyt — e (L) £, (3.2.26)

where we took into account (3.2.10) and (3.2.9). Of course, if the sections of .#M were
the only dynamical variables, then

dr(—LEN + £ Leyt) ds = —e, (L) Ley™.

For convenience’s sake, in the remainder of this section we shall denote by E(L,¢) and
W (L, &) the FM-part only of the Noether current and the work form, respectively, i.e.

(=L + fu ) Ley™) dsa,
dy(—LEM + f ) Eeyt) ds.

E(L,¢€)
W(L,¢)
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3.2. Symmetries and conserved quantities

Similarly, the symbol ‘~’ will be used for identities holding modulo e, (L) o j'o = 0 only.
Of course, identities (3.2.25) will still be valid, but, in general, (3.2.11) will not, unless £
is a Killing vector field for g (cf. §B.1). Indeed, (3.2.26) can now be rewritten as

duE(L, &) = —e" (L) Legu — da(f** £eg,u) ds, (3.2.27)

whence the statement is clear. Now, recall (B.1.4) and expand the r.h.s. of (3.2.27) to
get

1
duE(L,€) ~ inngmgﬂ + (H, + VAHY )V, " + HV Vo V&t ds,  (3.2.28)

where we set

vo.__ v _ oL o vB §L v
H'u = —26# (L}) = —2% = 2g“ g W = H(M ), (3229)
Mw . _gpmvd — _9 0L — prMuv)
W = g = g 0L = ),

and used (3.2.24) and (3.2.20), ‘V’ hereafter denoting the (formal) covariant derivative
operator associated with the Levi-Civita connection (morphism) relative to g. Thus,
combining (3.2.28) with (3.2.25) yields

THY, R o # W, =VaEY, + 1BV, RV, (3.2.30a)
H°, + V\H, ~W°, =E°, +V\EY,, (3.2.300)
oY, =W, = E?9),. (3.2.30¢)

By definition, (H**) and (H*") are the components of two tensor densities of weight +1
known as the (Hilbert) energy-momentum tensor densities. Of course, since now
we have a metric g at our disposal, we could divide all the tensor densities introduced
so far by /g, i.e. the square root of the absolute value of the determinant of g, thereby
transforming each of them into a tensor field®. In particular, (T* := H"/,/g) are the
components of the well-known (Hilbert) energy-momentum tensor (field), whilst
(%, := EA./\/9) and (29, := E*,/,/g) are the components of the first and the second
canonical energy-momentum tensor (field), respectively.

Now, from (3.2.30b) we deduce that
H°, ~ E°, + V\EY, — VAHY,. (3.2.31)
Furthermore, from the first Bianchi identity,
Ro(p) =0,
it follows that we can rewrite (3.2.30a) as

ViV HY, & —V\EY, + VpV, BV, (3.2.32)

6This amounts to choosing a volume form 9% on M. Locally, % = /g ds.
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Then, on covariantly differentiating (3.2.300) and using (3.2.30c) and (3.2.32), we imme-
diately find
V,H" ~ 0~ V,T", (3.2.33)

i.e. the first Hilbert energy-momentum tensor (density) is conserved on shell.

Now, we would like to express H*” in terms of the canonical energy-momentum den-
sities only. To this end, we shall repeat the procedure which led to (3.2.30) on using
the triple (27, g, '%3,) instead of (2}, g, gags,») as coordinates for J*\/*T*M, where the

“3,’s denote the Christoffel symbols associated with g. This is, of course, always possible
since, as is well known, the transformation rule between the first derivatives of g and the
Christoffel symbols is invertible. Thus, on starting from

oL oL
aglw £§gMV + ap\fgl—‘)\lﬁy> dS, (3234)
[

dHE(’Caf) ~ = <

and using (B.1.4) and (2.6.29), one easily finds

ok Ry m VAE, + S BV, RY o, (3.2.354)
25555 & Eop + VAE o, (3.2.35b)
— o= ~ B0, (3.2.35¢)

indices having been lowered and raised (here and in the sequel) by means of (g,,) and
its inverse (g*?), respectively. Now, from the well-known relation

1
Iwaﬁ = 5976(6049(% + 5ﬁ9a5 - aégaﬁ) = F,y(aﬁ)

it follows that

My — o 9L o 9L 9lag
H - 289;1,1/,)\ - arvaﬂ ag,u,u,/\
= — (58 + g7 0 a8 — §7608"). (3.2.36)

Combining (3.2.35¢) with (3.2.36) then gives
HM o~ e L gy | pla)
Finally, substituting this expression into (3.2.31) yields the desired relation

H" ~ E* + V)\EAMV _ VA(E(AV)/L + E()\u)u + E(,uy)/\)
= " 4+ V)\(E)‘[l“’] + EH[V)\] _ Eu[)\u])

or, equivalently,
T ~ th + VA(t)‘[’“’] 4 tHIA t”[’\“]), (3.2.37)

which is nothing but the Belinfante-Rosenfeld formula (Belinfante 1940; Rosen-
feld 1940). The derivation we have presented here is similar to Kijowski & Tulczyjew’s
(1979). For a generalization to arbitrary r we refer the interested reader to Gotay &
Marsden (1992).
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3.2. Symmetries and conserved quantities

Remark 3.2.16. Note that formulae like (3.2.33) and (3.2.37) hold also for generic s
since all the identities concerning the Hilbert energy-momentum tensor only involve the
natural part of the theory. In other words, they only involve the coefficients of the £’s,
not of the =4s.

Remark 3.2.17. Earlier on we noted that, in general, (3.2.11) does not hold, unless
¢ is a Killing vector field for g, owing to (3.2.27). This happens, of course, because
the procedure leading to (3.2.11) holds only whenever all fields and all Lagrangians are
taken into account. Indeed, the metric “enters” our Lagrangian L by assumption, but its
behaviour (i.e. dynamics) is not described by L. In gravitation theory, gravity is usually
described by the Einstein-Hilbert Lagrangian, while the matter fields are described by a
suitable “matter Lagrangian”, e.g. the Lagrangian L of the present case. According to
the principle of minimal coupling, the total Lagrangian of the theory is then the sum of
the Einstein-Hilbert and the matter Lagrangian: it is this “total Lagrangian” the one
for which (3.2.11) always holds. In fact, in §3.3.5 we shall see that the Noether current
associated with the Einstein-Hilbert Lagrangian Lgy reads

1
E(Lgn, &) = —EfyG“u\/gdSu + duU(Lgn, §),

(G = G(w)) denoting the components of the (formal) Einstein tensor, U(Lgn, &) the
superpotential associated with Lgg, and  := 87G/c¢* (¢f. §3.3.5). Hence, combining this
expression with (3.2.26) gives

duB(L + Len, €) = da(—LE + f Ly + 1 Legpu) ds + duE(Lpn, §)
= —eu(L)Ley" — e (L) Leguw — ;Vu(§"G")\/g ds
= —eu(L) £y + (T = LG™) V,6,4/g ds,

where we used (1.8.15), (3.2.24), (3.2.29) and the contracted Bianchi identity
V,G* = 0.
Hence, by virtue of Einstein’s equations,
G" ~ kT,
and the “matter” field equations e, (L) ~ 0,
duE(L + Lgn, &) = 0,

as claimed. O

To conclude this section,we briefly indicate what happens when one includes a tetrad
(or variations thereof: cf. §2.6 and Chapter 4) as opposed to a metric among the field
variables. In this case, one simply defines the (Hilbert) energy-momentum tensor density

as
oL

ar, = —e M (L) = ———
a eq* (L) 507,
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Chapter 3. Gauge-natural field theories

and the above procedure goes through unmodified. Of course, "H* = g”PH“peH Hoowill
not be symmetric in general. Yet, when a tetrad appears in the Lagrangian only through
the metric, then it is known that °H* is symmetric. Indeed, on using (2.6.8) we get

oL 0L 0gop 1

= =g, 55, gug 00, 27 0N (50" + Mab'ad’s) = H",
(3.2.38)
which shows that “H* is symmetric (and its definition consistent). A caveat, though:
despite the fact that (3.2.38) is formally correct, it is dangerous in general to try to
gain information about the conserved quantities, associated with a Lagrangian whose
primary variable is a tetrad, from the metric, even if the former enters the Lagrangian
only through the latter. This is because the definition of a Noether current involves
explicitly a Lie derivative [formula (3.2.8)], which is, crucially, a category-dependent
operator (Remark 2.1.5), and, whereas the metric is (usually regarded as) a natural
object, a tetrad is not necessarily—in particular, in the Einstein (-Cartan) -Dirac theory

the (spin-) tetrad in question cannot be considered as such (cf. Chapter 4).

3.3 Examples

We shall now give a number of examples to illustrate how Noether’s theorem is applied to
some important field theories in actual fact. Except for classical mechanics, we shall al-
ways assume that the given base manifold M can be equipped with a pseudo-Riemannian
metric g (cf. §B.1). In particular, we shall assume that Proca, Yang-Mills and Maxwell
fields are dynamically coupled with g, whose dynamics is then described by the standard
Einstein-Hilbert Lagrangian, as per §3.3.5. Therefore, we should more properly speak of
“Einstein-Proca”, “Einstein-Yang-Mills” and “Einstein-Maxwell” field theories.

3.3.1 Classical mechanics

In classical mechanics the configuration bundle is (diffeomorphic to) the trivial” bundle
(R x Q,R, pry; @), where @ is a manifold. Since any trivial bundle can be regarded as a
suitable {e}-bundle (cf., e.g., Steenrod 1951, §4.1), and hence as a bundle associated with
a suitable principal {e}-bundle (cf., e.g., Kolar et al. 1993, §10.8), classical mechanics is
indeed—in this minimal sense, at least—a gauge-natural field theory. Somewhat more
interestingly, if there is a group G acting on (), as is often the case, then R x @) can
be regarded as a G-bundle, and the Lagrangian is required to be invariant with respect
to the (lifted) G-action—again, a gauge-natural setting. In any case, the Lagrangian is
assumed to be first order: explicitly,

L. TR xQ)2RxTQ — TR
{ L: (t, (¢, ul)) — L (t, (¢, u’)) = L(t,¢",u’)dt

"A well-known topology theorem states that every bundle over a contractible base is trivial (cf., e.g.,
Steenrod 1951, Corollary 11.6).
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Given a projectable vector field 2 = /9t +='0/dq" on R x @, symmetry condition (3.2.3)
reads

oL - oL

d:L = —f L=u
t a7 =q' + i
_ 0L, 0L

where d; = d/dt denotes the formal derivative on J'(R x Q) &2 R x T'Q and we used
(2.1.14). On specializing (2.1.11") to the present context, it is immediate to see that
£=¢' = u' — =, and hence (3.3.1) is equivalent to

oL ;0L , OL
— + = +d.= - = (). 3.3.2
o "= ag TG0 (332)
Now, the first order jet prolongation of = is
~ 0 o, )
E=JE= - +5—+d,=— 3.3.3
o "o TN ou (3:33)

consistently with formula (1.9.3). On comparing (3.3.3) to (3.3.2), we see that the pro-
jectable vector field = is a Lagrangian symmetry iff Z(L) = 0. The conserved quantity
associated with L is given by formula (3.2.10) and turns out to be

B(L,E) =254 - L

= SL(y' —E') - L. (3.3.4)

On evaluating (3.3.4) on a critical section o: t — (¢,0'(t) := ¢ o o(t)), one recovers the
well-known conservation law

. d
2(L)=0 = L E(L.E0)=0.

In particular, = = 0/0t is a Lagrangian symmetry iff 0L/0t = 0, and the associated

conserved current is 5 oL
E{L — )
( ’8t> ou'
which is nothing but the so-called “generalized energy” of the system. Indeed, if the

system is conservative, then £/ = T 4+ V| where T" and V' are the kinetic and potential
energy, respectively.

3.3.2 Scalar fields

Let M be an m-dimensional manifold admitting pseudo-Riemannian metrics on itself. A
collection {y*}_, of n (R-valued) scalar fields on M can be regarded as a section of the
(natural) trivial bundle M x R™ over M. Then, Lie derivative (2.1.11") is simply

L=y® = Ley* = €95,
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Chapter 3. Gauge-natural field theories

which, substituted into (3.2.10), gives

E(L,E) = E(L,&) = &'t",/gds,,, (3.3.5)

for any first order (natural) Lagrangian £ on M x R". Here,

1 (0L
th, = — | =—y° — L&, 3.
V9 (ay“uy > (330)

is the (first) canonical energy-momentum tensor defined in §3.2.1. Since the second
canonical energy-momentum tensor is identically zero [compare (3.3.5) to (3.2.21)], from
(3.2.37) it follows that the canonical energy-momentum tensor coincides with the (Hil-
bert) energy-momentum tensor and, hence, is covariantly conserved because of (3.2.33),
and symmetric because of (3.2.29)—an attribute that is hardly obvious from (3.3.6).

3.3.3 Proca fields

As in the previous section, M shall denote an m-dimensional manifold admitting pseudo-
Riemannian metrics on itself. The first simple example of a theory admitting a non-
everywhere vanishing superpotential is the one describing a constrained spin 1 massive
Boson field o on M, the so-called “Proca field”. If (2*,y,,v,,) denote local natural
coordinates on JYT*M, the Proca Lagramgian is the fibre-preserving morphism

Lp: \VP*T*M Xy J'T*M — NT*M
3.3.7
Lp:(g,5'a) = L(g,5'a) := (aw]@W] imlaa >\/_ds (3:3.7)
where ay = yy o jla, @y, := ya, 0 jla, m is a real constant, and, as usual, indices are

lowered and raised by means of g,,, and its inverse g””, respectively. The Proca equations
of motion are obtained by varying L with respect to a. They are

9,(2y/g ") = — J[gm2a’. (3.3.8)

Remark 3.3.1. Note that, if we take, as we shall, V to be the covariant derivative
operator associated with the Levi-Civita connection relative to g, then partial derivatives
can be replaced by covariant derivatives both in (3.3.7) and (3.3.8)—thereby eliminating
the annoying factor of /g from both sides of the equation, namely

2
v, Vi = —% o,

Now, the formal generalized Lie derivative of y, is simply

L=yy = Leya
= éuy/\u + yVaA£V
= 5VZ/>\V + yudAfu-
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Therefore, on applying formula (3.2.10), we have

E*(Lp,Z) = B*(Lp, &) = —Lp&" + [ L=y,
- _LPf'u + fku(gyyku + yud)\gy)
= & (fMyn — Led,) + fy,drg”
- fy[f)\'uy)\u - d)x(f)\“yu) - LP(S#V] + d)\(f)\uyufy)a (339)
where, of course,

oL
f)\,u = P — 2\/§y[>\ﬂ] (3310)
3ym

Hence,

U(Lp,Z) =U(Lp, &) = 5 My, dsyn
= %gyyuyAM\/g dsuA
is recognized to be the superpotential associated to the Lagrangian L, provided the first

term on r.h.s. of (3.3.9) vanishes on shell (¢f. Remark 3.2.17). Let us check that this is
actually the case, as we know it must from the general theory. We have

EH(LPa 5) = gy[f)\uy)\u - dA(f)\MyV) - LP(S'MV] + d/\UM)\
= & (Myn, + ydaf* — fy,n — Lpdt,) + UM
= &'[Vg (Ay™yp — mPyty,) — Lpd®, ] + € (daf™ + gm®y" )y, + d\ U,

where we used (3.3.10) and set U := fMy,£% /g. Now, the term in square brackets is
clearly symmetric in g and v, and, on taking also into account formula (3.3.20) below, it
is easy to see that it equals the energy-momentum tensor density, whilst the second term
vanishes on shell because of (3.3.8). Therefore, U(Lp,¢) is indeed the superpotential
associated with Lp (cf. Remark 3.2.17).

Remark 3.3.2. On differentiating (3.3.10) and using (3.3.8) and (3.2.24), we can easily
verify that
V)\CK)\ =0.

On using this result and the symmetry properties of the Riemann tensor (cf. §2.6.2), we
could check that equation (3.3.8) can be recast into the form

(V. V¥ +m?)ay = —R'ay,
R*y\ := g"P R (cf. Kijowski & Tulezyjew 1979). In flat space (which entails R*, = 0)

this reduces to the usual Klein-Gordon (vector) equation. This is why we call the Proca
field a “constrained” field.

3.3.4 Yang-Mills and Maxwell fields

Let P(M, G) be principal bundle, g a metric tensor on M, and G an Adg-invariant metric
on G, i.e. such that G(Adu&., Adune) = G(&,7ne) for all a € G, &, n. € T.G = g. Then,
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we can define an interior product of any two (P Xaq g)-valued p-forms a and 5 on M,
locally given by

<<Oé7 ﬁ» = aAu1...up58V1...up gAB g‘“”l R ngVp‘

Now, let P, := WP x,A be the bundle of G-connections introduced in Example 1.10.16.
Then the first order Lagrangian

Loyt = —1(157T<<F, FY) /g ds

on \V2T*M x 5y J'P,, F being the curvature 2-form associated with a G-connection A on P
(cf. §2.6.2), is called the Yang-Mills Lagrangian (relative to A). Unlike the Proca
and the scalar field Lagrangian above, and the Einstein-Hilbert Lagrangian of the next
section, which are all (purely) natural Lagrangians, the Yang-Mills Lagrangian is a truly
gauge-natural one.

In order to find the Noether current E(Lvyy, Z) associated with Lyyr, let us first
compute its first variation 0Lyy [in the sense of (3.1.10) or (3.1.15)]. We have:

0Lym = (fAW(SFAW + fudg")ds

= (24" d,6 A%, + 2f 4" e 0AB,AS, + [u,09") ds
= [, (2f4™ 6AM) + 2(fa" Ppc AS, — d, f5" )6 AE, + f,09"]ds,  (3.3.11)

where
_ oL 1 oL
fa = gt = — g Fa™\/g = gL,
_ 0L 1 (1pA A —
fuw = ot = 5 (ZF 3FuP g, — F #pFAVP) VI = @Tw, (3.3.12)

Comparing, now, (3.3.11) with (3.1.12), we realize that®

e(LYM) = (%T;W\/gag;w + ﬁVVFA/W\/g aAAH) & dS, (3313&)
f(LYM) = ﬁFAMV\/g aAAu ® d3V7 (3313())

where, in the first equation, ‘V’ denotes the (formal) covariant derivative operator with
respect to the connection on A?T*M ® (P X aq9) canonically induced by the Levi-Civita
connection on M and the G-connection A on P (cf. §§1.5 and 2.6.2). The first term on the
r.hus. of (3.3.13a) vanishes on shell by virtue of Einstein’s equation (c¢f. Remark 3.2.17).
So does the second one because of the Yang-Mills equations of motion,

V,/FAIW =

Now, comparison between (3.1.15) and (3.2.8) [or even, in the first order case, be-
tween (3.1.12) and (3.2.10)] tells us that we can read off the Noether current associated

8n (3.3.11) the vertical vector field T on \/*T*M x 5 P, is locally represented by 5g" Oy + AR, 041
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with £ from its first variation (3.3.11). Explicitly,

E(Lyw, E) = & (AFAapFA°%¢" + Fa £2A%,) /g ds,
= (&1 + LEAV L) g ds, — £V (EAFLY V) ds,, (3.3.14)

where we used (3.3.12) and (2.6.27) to obtain the first equality, and (3.3.13b) to obtain
the second one. Now, the first term on the r.h.s. of (3.3.14) vanishes on shell by virtue of
the Einstein and the Yang-Mills equations. As for the second term, first recall that for
any bivector density U of weight +1 and any symmetric connection I" we have

VUM = 9,U +TF, U + 7, U —T7,, U = d,U". (3.3.15)

Hence, the second term on the r.h.s. of (3.3.14) can be regarded as the (formal) divergence
of UM = —1/(4m) EAF 4" /g, and

- 1 e
ULy, E) = —87:AFA# V9 ds,. (3.3.16)

is recognized to be the superpotential associated with the Yang-Mills Lagrangian. At
first, the seeming indeterminacy of this superpotential might look puzzling (the Z4’s are
arbitrary functions), so that some have preferred to impose by hand the horizontal lift
of £ (cf. §1.5), i.e. set = = ¢, whence, of course,

~

E(LYM,E) = E(LYMag) = f”T“u\/EdSM

and

ULy, E) = U(Lyn, ) =0
(cf., e.g., Kijowski & Tulczyjew 1979). However, we can convince ourselves that (3.3.16)
is the “right answer” by specializing to the electromagnetic case, of which Yang-Mills
theory can be thought of as the non-commutative generalization.

Indeed, electromagnetism is just a Yang-Mills theory with structure group U(1), the
(Abelian) group of all unimodular complex numbers, i.e. U(1) = {e? : § € R} = S*
(cf., e.g., Atiyah 1979). Since its Lie algebra u(l) = iR (¢f. §C.2) is 1-dimensional, we
can omit Lie algebra indices everywhere. Furthermore, U(1) being Abelian, its unique
structure constant is zero. Then, the Lagrangian for electromagnetism, or the Maxzwell
Lagrangian, is

1
= —— Hy
LM . 167TFHVF \/Eds,
where
F=dA

is the electromagnetic field with components [cf. (2.6.25)]

F,, =0,A, —0,A

v4lp,

and [cf. (1.5.2)]
X = da# @ (0, — Au(@)p).
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is the U(1)-connection serving as the electromagnetic potential. Then, the (source-free)
Mazwell equations read
V,F" =~ 0,

whereas the Noether current is

1 .
VY, (EF"\/g)ds,.

1 -
E(Ly, =)= (&TH, + —=V, F* ds,, —
( M ) <§ * 47 v ) \/E Su 47

Therefore, the superpotential associated with Ly; turns out to be
1.
ULy, 2) = —S—EF’“’\/EdSW. (3.3.17)
™

Now, we know that, in general, a vertical G-invariant vector T on a principal bundle
P(M, @) transforms via the adjoint representation of G (¢f. §1.3 and Example 1.10.19).
But U(1) is Abelian, and hence = is unchanged under gauge transformations, i.e. vertical
automorphisms of the structure bundle. Therefore, without loss of generality, we can
choose Z = 1. In any (4-dimensional) Lorentzian manifold where it is possible to single
out a globally defined timelike vector field and, hence, in particular, in Minkowski space-
time (R* 7), we can consider the conserved quantity

QUi Z,0) = § Ul 0)

associated with a (constant time) spacelike region 3 with boundary 0% (and a critical
section of \/*T*M x,; P;). Then, with our conventions, (E' := —F%(c¢))?_; can be
identified with the components of the electric field, and from (3.3.17) we obtain®

1 .
Q(Las, Z, 0) 75 £.ids,
o

T 4r

i.e. precisely the total charge contained in .

3.3.5 General relativity

Let (M, g) be a 4-Lorentzian manifold. In its standard Lagrangian formulation general
relativity is described by the Einstein-H:ilbert Lagrangian

Lgn: JP\N2T*M — NT*M

1 (3.3.18)
Len: g = Len(j%9) = —5,- V99" Ry ds,
where k = 87G/c* and R, = R%, (R%aw) being the components of the curvature
2-form (or Riemann tensor) associated with the Levi-Civita connection relative to g (cf.
§2.6.2). Of course, as we are thinking of g as a dynamical variable whose values will be
ultimately determined by the (Einstein) equations of motion, M should be more precisely
thought of as a 4-dimensional manifold satisfying all the topological requirements needed

9Here, E = E'9;, i is the outward normal to %, and dS its surface element.
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to admit Lorentzian metrics on itself, so that (M, g) is a Lorentzian manifold for any solu-
tion g of the field equations. For the same reasons, the configuration bundle of the theory
is, strictly speaking, the (natural vector) bundle Lor(M) of (non-degenerate) Lorentzian
metrics on M rather than simply \/27T*M. All this will be hereafter understood.

The variation of Lgy is

5LEH = —ié(\/ggw/Rw,) ds
= —5-v/9(Gudg" + g"0R,,) ds

= — 3G/ 09" ds — du (59" /g 0% dsa) (3.3.19)

where we used the relation .

and set

Gu =R, — %gp"RpggW,
Uy =%, — 2(6%0%, + 6%17%,).

The FEinstein equations of motion are then
G =0
or, in the presence of matter fields (cf. §3.2.1),
G~ kT,

From (3.3.19) (and taking into account the fact that the configuration bundle is a
natural vector bundle) we deduce that the Noether current associated with Lgy is

—_ 1 v a
E(LEHa :) = E(LEH,S) = —fJ LEH — %g“ \/§£gu v dSa.

On making use, now, of (2.6.29), after a little algebra we get to the expression

1 1
B(Len, §) = ——€Gy /g ds, +d, (Hv[ﬂgﬂ\@ ds,., (3.3.21)

whence .
U (Lo, €) = 5 Ve /g dsy

is recognized to be the superpotential associated with Lgg, and Remark 3.2.17 is now fully
justified. U(Lgn, &) was originally derived in a Hamiltonian (multisymplectic) framework
by Kijowski (1978) (see also Kijowski & Tulczyjew 1979), and is a half of the well-known
Komar (1959) potential, thereby suffering from similar drawbacks (cf., e.g., Katz 1985).

Note, though, that the Einstein-Hilbert Lagrangian is degenerate. Indeed, according
to the general theory, the field equations associated with a second order Lagrangian should
be fourth order (Proposition 3.1.2), but Einstein equations are clearly second order, as
if Lgp were first order. Indeed, as Einstein himself (1916) realized, it is possible to
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decompose the Einstein-Hilbert Lagrangian into a (formal) divergence and an equivalent
first order Lagrangian (c¢f. Theorem 3.1.3). Explicitly,

1
Len = Ly —d, (2 guvuaw\/g> ds,
K

where

1
LE = _27 #V(Fa,uorocw - FaaUFU#V)\/EdS'
K

Now, we know that, although equivalent Lagrangians give rise, by their very definition,
to the same equations of motion, the associated conserved quantities are, in general,
different [cf. (3.2.18)], so that we could hope that using Lg instead of Lgy would improve
the situation. Unfortunately, since I' is not a tensor, Lg is not covariant, and hence nor
are the ensuing conserved quantities.

Following an earlier idea of Rosen (1940), we can then introduce a background (sym-
metric linear) connection [ in order to obtain a covariant splitting of Lgy. Explicitly,

1
Lpn = Lpr — du <%9“Vwauuﬂ dSa) )

where

N

1 v e o fe o
LFF = —ﬂg“ (R;w + q poq ov — 4 acq ;W)\/gd'S?

and we set

R denoting the curvature 2-form associated with I'. Then, from (3.2.17) it follows that
the superpotential associated with Lpp is

1
U(Lgp, &) = ﬂ(v[ug"l — el gP7) /g ds - (3.3.22)

This derivation is due to Ferraris & Francaviglia (1990), although superpotential (3.3.22)
had already been found by Katz (1985) in an ad hoc way. The good news is that this
superpotential overcomes the drawbacks of Komar’s (1959) potential. In particular, with
a suitable (but generally obvious) choice of background connection, it reproduces:

e the Schwarzschild mass parameter mg for the Schwarzschild solution,

the correct mass mg — e?/2r for the Reissner-Nordstrom solution,

the correct angular momentum ¢ = mga for the the Kerr solution,

the ADM mass at spacelike infinity,

the Bondi mass at null infinity.
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Finally, we should mention that quite recently Noether’s theorem was successfully used
to provide a general definition of entropy for stationary black holes (Fatibene et al. 1999a,
1999b, 2000, and references therein), to obtain the first law of thermodynamics for rigidly
rotating horizons (Allemandi et al. 2001), and to give a general definition of energy for
the N-body problem in (1 + 1)-dimensional gravity (Mann et al. 2000).
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Chapter 4

Gauge-natural gravitation theory

L’universo ¢ infinito perché deve consentire as-
solutamente tutto quello che & permesso, perché
tutto quello che & permesso € obbligatorio.

T. REGGE, in: P. Levi & T. Regge, Dialogo

This chapter is a reformulation of results that first appeared in Godina et al. (2001) and
Matteucci (2002).

4.1 Motivation

The Einstein-Dirac theory is the (classical) field theory describing a spin 1/2 massive
Fermion field minimally coupled with Einstein’s gravitational field in a curved space-
time. The Einstein-Cartan-Dirac theory is a modification of the Einstein-Dirac theory,
which allows for the presence of torsion as a possible “source” of spin (cf. §4.3 below).

In this chapter we shall show that the functorial approach of gauge-natural bundles
and the general theory of Lie derivatives developed in Chapters 2 and 3 is essential for
a correct geometrical formulation of the Einstein (-Cartan) -Dirac theory and, at the
same time, yields an unexpected indeterminacy in the concept of conserved quantities.
In the Einstein-Cartan-Dirac case, such an indeterminacy can be regarded as the well-
known indeterminacy which occurs in gauge theory (Noether 1918; Giachetta et al. 1997;
Fatibene 19gg; Barnich & Brandt 2002), although there are serious conceptual risks
involved in dismissing this “metric-affine” theory of gravitation as a standard “gauge
theory” (Trautman 1980; Giachetta et al. 1997). This is certainly not the case, though,
for the Einstein-Dirac theory proper, which can by no means be viewed as such. We
shall show that, in both cases, this indeterminacy actually arises from the very fact that,
when coupled with Dirac fields, Einstein’s general relativity can no longer be regarded as
a purely natural theory, because, in order to incorporate spinors, one must enlarge the
class of morphisms of the theory.

Indeed, it is well-known that there are no representations of the group GL(4,R)
of the automorphisms of R* which behave like spinors under the subgroup of Lorentz
transformations. Therefore, if one aims at considering the coupling between general
relativity and Fermion fields, one is forced to resort to the so-called “tetrad formalism”
(cf., e.g., Weinberg 1972). Yet, there seems to have been a widespread misunderstanding
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of the full mathematical (and physical) significance of this. Leaving all the technicalities
to the later sections, it will suffice here to briefly recall how the concept of a tetrad is
usually introduced.

On relying on the “principle of equivalence”, which mathematically is tantamount to
the simple statement that every manifold is locally flat, at every point Z of space-time
one can erect a set of coordinates (X*) that are locally inertial at . The components of
the metric in any general non-inertial coordinate system are then!

Guw () = 0% ()" ()b, (4.1.1)
where |9, == diag(1,—1,—1,—1) (¢f. §C.1) and

_ 0X%(x)
 Qan

6°,(z) : : (4.1.2)

Thus, if we change our general non-inertial coordinates from (z*) to (z*), 8%, will change
according to the rule

oz .
= @xmﬁ ” (4.1.3)
Therefore, (6%,) must be regarded as the components of four 1-forms (%), not of a single
tensor field #. This set of four 1-forms is what is known as a tetrad.

At this stage the Latin index a is just a “label” and, for any a, 6% is indeed a natural
object. But the reason why a tetrad was introduced in the first place is precisely that
we then wanted to “switch on” that Latin index in order to incorporate spinors into our
formalism. This means that 6, will have to additionally change according to the rule

a /a
0%, — 0%,

0%,(z) — L%(2)6", (), (4.1.4)

where L(z) is the (space-time-dependent) Lorentz transformation induced (modulo a
sign) by a given spinorial transformation S under the group epimorphism A: Spin(1, 3)¢
— S0O(1,3)¢ (cf. §D.1).

This is precisely the point that has been too often overlooked. Unlike (4.1.3), trans-
formation law (4.1.4) does not descend from definition (4.1.2), but is a requirement we
have imposed a posteriori. In other words, we have changed the definition of 6, in such
a way that now (6%,) must be regarded as the components of a non-natural object 6.

There is another important point that has been traditionally overlooked, which is of
pre-eminent physical significance. Recall, indeed, that spinor fields can be defined on a
manifold M only if M admits a “spin structure”. Now, the standard definition of a spin
structure involves fixzing a metric on M (cf. §D.2), a framework which is certainly well-
suited to a situation in which the gravitational field is considered unaffected by spinors,
but is otherwise unable to describe the complete interaction and feedback between gravity
and spinor fields (van den Heuvel 1994; Stawianowski 1996). To this end, the concept of
a free spin structure must be introduced.

Ultimately, the solution to both the aforementioned problems lies in suitably defining
the bundle of which 6 is to be a section. This leads to the concept of a spin-tetrad, which

'Here and in the rest of this chapter both Latin and Greek indices range from 0 to 3.
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turns out to be a gauge-natural object (Fatibene et al. 1998; Godina et al. 2000, 2001;
Matteucci 2002).

4.2 Spin-tetrads, spin-connections and spinors

To the best of our knowledge, the concept of a “free spin structure” was originally intro-
duced (with a different purpose) by Plymen & Westbury (1987) (see also Swift 1988). It
was then rediscovered by van den Heuvel (1994) for the very reason mentioned in §4.1
and further analysed by Fatibene et al. (1998) and Fatibene & Francaviglia (1998). The
notion of a “spin-tetrad” as a section of a suitable gauge-natural bundle over M was first
proposed by Fatibene et al. (1998).

Definition 4.2.1. Let M be a 4-dimensional manifold admitting Lorentzian metrics of
signature —2, i.e. satisfying the topological requirements which ensure the existence on
it of Lorentzian structures [SO(1,3)%reductions], and let A be the epimorphism which
exhibits Spin(1,3)¢ as the twofold covering of SO(1,3)°. A free spin structure on M
consists of a principal bundle 7: ¥ — M with structure group Spin(1,3)¢ and a map
A: ¥ — LM such that

Ao Rs = Rj,py s © A VS € Spin(1,3)°,
ol =m,
R and R’ denoting the canonical right actions on ¥ and LM, respectively, ¢ SO(1, 3)¢

— GL(4,R) the canonical injection of Lie groups, and n': LM — M the canonical
projection (c¢f. Definition D.2.1). Equivalently, the diagrams

> A LM w55
\ / A A
M LM —> LM

(LoA)(S)
are commutative. We shall call the bundle map A a spin-frame on X.

This definition of a spin structure induces metrics on M. Indeed, given a spin-frame
A: ¥ — LM, we can define a metric g via the reduced subbundle SO(M, g) = /~\(Z) of
LM. In other words, the (dynamic) metric g = g; is defined to be the metric such that
frames in A(X) C LM are g-orthonormal frames. It is important to stress that in our
picture the metric ¢ is built up a posteriori, after a spin-frame has been determined by
the field equations in a way which is compatible with the (free) spin structure one has
used to define spinors.

Now, if we want to regard spin-frames as dynamical variables in a Lagrangian field
theory, we should be able to represent them as (global) sections of a suitable configuration
bundle. This motivates the following
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Definition 4.2.2. Let A be as in Definition 4.2.1 and consider the following left action
of the group W, ’Spin(1,3)¢ on the manifold GL(4, R)

{p:Wf%@Ml@eXGM4R%+GM4R)
p: ((af,8™,), 8%) = B = (A(9))%64a)

together with the associated bundle ¥, := W% x, GL(4,R). X, is a fibre bundle
associated with WYY, i.e. a gauge-natural bundle of order (1,0). A section of ¥, will
be called a spin-tetrad (cf. §2.6 for the corresponding metric-dependent definition).

If (6%,) denote the components of a spin-tetrad ¢ in some local chart, then the components
(guw) of the induced metric g in the associated chart read

Guv = eauebunab: (421)

formally identical with equation (4.1.1), but with both (4.1.3) and (4.1.4) built in.
Recall now how a G-connection was defined (Example 1.10.16) and consider the fol-
lowing

Definition 4.2.3. Let so(1,3) = spin(1, 3) denote the Lie algebra of SO(1,3)¢ and con-
sider the following left action of the group W41 ’1Spin(1, 3)¢ on the vector space (R*)* @
so(1,3)

¢: W, Spin(1, 3)¢ x (( *®so(1 ) )" ®so0(1,3)
E:«aLHSﬁ”S%Q,wJQFafqu-KA(S»[wanWS‘UY”
t

where we are using the notation of Example 1.10.16 with a := A(S(0)) and (A(S))4k =
(8k(a_1A(S(x))|x:0)>zj. Clearly, the associated bundle 3, := WH1¥ x, ((R4)* ®so(1, 3))
is a gauge-natural (affine) bundle of order (1, 1) isomorphic to the bundle of SO(1, 3)¢-con-
nections over M (cf. Example 1.10.16). A section of ¥, will be called a spin-connection.

Note that also spinors can be regarded as sections of a suitable gauge-natural bundle
over M. Indeed, if 4 is the linear representation of Spin(1,3)¢ on the vector space C*
induced by the given choice of y matrices, then the associated vector bundle X5 := ¥ x,C*
is a gauge-natural (vector) bundle of order (0,0) whose sections represent spinors (or,
more precisely, spin-vector fields: cf. §D.2).

Note also that, in the present picture, the spinor connection © corresponding to a
given spin-connection w may be defined in terms of w as

o= (ide ) )W),

A" = T.A denoting the Lie algebra isomorphism between spin(1,3) and so(1,3) [cf.
(D.2.2)]. Locally, the components (@,) of & read

1

~ ab
Wy = =W uYabs

4
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(wy, =: w®,my.) denoting the components of w [cf. (D.2.3) and (D.1.2)].

4.3 Riemann-Cartan geometry on spin manifolds

Throughout the rest of this chapter we shall use Cartan’s language of vector (bundle)-
valued differential forms (on M), which will prove to be an elegant and compact way to
express our findings. To this end, let ¥; := X x; R* denote the vector bundle associated
with X via the action
{ﬁ: Spin(1,3)¢ x R* — R*
pr (%, 8) = = A(S)557
Then, a spin-tetrad can be equivalently regarded as a X;-valued 1-form on M locally

reading
0:=0"® fo, 0%:=0%da", (4.3.1)

(fa) denoting a local fibre basis of ¥;. Furthermore, by gl(3;) we shall mean the vector
bundle over M given by the value at >, of the canonical extension of the functor gl to the
category of vector bundles and their homomorphisms (cf. Kolaf et al. 1993, §6.7). Finally,
if (w%,) are the components of a spin-connection in some local chart, it is convenient to
introduce the notation (cf. §2.6.2)

W 1= wh, dat.

Now, let ‘V’ be the covariant derivative operator with respect to the connection
on TP M naturally induced by a (natural) linear connection I on M (cf. Example 1.10.17),
TPM denoting the (p, q)-tensor bundle over M (cf. Example 1.10.15). Classically, Rie-
mann-Cartan geometry is characterized by two conditions: the covariant constancy of

the metric,
Vg =0, (4.3.2)

just as in ordinary Riemannian geometry, and the presence of a (not necessarily zero)
torsion tensor 7 (cf. §1.5.1).

In the present gauge-natural setting we can introduce analogous concepts serving a
similar purpose. In particular, if € is a spin-tetrad in the sense of Definition 4.2.2 and g¢
is the metric induced by 6 via (4.2.1), equation (4.3.2) can be derived by the condition

V6 =0, (4.3.3)

where, here, ‘V’ denotes the covariant derivative operator with respect to the connection
on X, canonically induced by the connections I' and @ on LM and X, respectively (cf.
§2.6). Accordingly, we can define a torsion 2-form as the ¥,-valued 2-form, which we
shall denote again by 7, given by the expression

T :=DO

or, equivalently,
T=7Q f,, T:= DO =dO* + wh A, (4.3.4)

‘D’ denoting the covariant exterior derivative operator (cf. §1.5) and € being as in (4.3.1).
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Moreover, we can define a contortion 1-form as the gl(X;)-valued 1-form measuring
the deviation of the spin-connection w from the Riemannian (or “Levi-Civita”) spin-
connection % [cf. (4.3.6) below]:

K = (w% —W%) ® F,’,

(F,’) denoting a local fibre basis of gl(X;). The components of the associated tensor field
then read

e — _Lpabe 4 cbea oty (4.3.5)
: 7 3.
(7% =: T%nyane.) denoting the components of the tensor associated to the torsion 2-

form. Finally, note that a curvature 2-form associated with w may be defined as the
gl(X;)-valued 2-form

Q=% FL Q% :=dw + wi% AwS

(cf. §2.6.2), and that the components of the Riemannian spin-connection % read (cf.,
e.g., Choquet-Bruhat 1987)

Owabu = Qbya[ueau] + eapgcuebya[vecp] + Qaua[ﬂeby] = Gw[ab]w (436)

Latin and Greek indices being lowered or raised by n and g, respectively, or their inverses.

In the sequel, we shall need the (gauge-natural) Lie derivatives, with respect to a
Spin(1, 3)%-invariant vector field = on ¥, of a spin-tetrad, a spin-connection, a spinor and
its Dirac adjoint. Locally, they read

L0y = V,£70% — 250", (4.3.7a)
£aw = € 1Q% + DY, (4.3.7D)
L= = £°00 + 12 vat) = &V + 1%, (4.3.7¢)
L2 = L= = &V, — 12y, (4.3.7d)

respectively, (£, 2%, =: Z%n,,) denoting the components of the SO(1, 3)¢-invariant vector
field on ¥/Zs induced by = [cf. (2.6.13'), (2.6.28) and (2.5.1)].

We are now in a position to apply the theory of conserved quantities developed in
Chapter 3 to the Einstein (-Cartan) -Dirac theory. We shall do so separately for the
Einstein-Cartan-Dirac case and the Einstein-Dirac one. Calculations will be “formal”,
unless otherwise stated, i.e. they will involve local coordinates, rather than sections, of
the bundles under consideration. For the sake of simplicity, we shall nevertheless use the
names of the corresponding sections. With a slight abuse of notation, we shall also use
the symbols ‘V’ and ‘D’ for their formal counterparts, defined in the usual manner (cf.,
e.g., Definition 2.1.6).

4.4 Einstein-Cartan-Dirac theory

Our main reference for the Einstein-Cartan-Dirac theory is Choquet-Bruhat (1987).
In the light of the new geometric framework developed in §4.2, the Einstein-Cartan
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Lagrangian can be defined as the base-preserving morphism

LEci Ep XM leg — /\4T*M

Lrc: (0,5'w) — Lpc(f, j'w) == —5=Qap A S®
where k = 87G/c*, Yy, := €, 1 (e, 1) and ¥ is the standard volume form on M locally
given by det||f]| dz® A - -- A dz3. Here ||0|| stands for the matrix of the components of ¢

and we have set e, := €,*0,, ||e,|| denoting the inverse of ||#||. The Dirac Lagrangian
reads instead

LDi Ep XM Eg XM JlE’y — /\4T*M
Lo: (6,w,5'%) = Lp(0,w, ') == S (7" Vath — Vathy™) — mip)| &

where o := he. According to the principle of minimal coupling, the total Lagrangian of
the theory will be simply assumed to be L := Lgc + Lp. A vertical vector field on the
configuration bundle will then read

0 0 0 0 0
T_w“ae +5wbuaa +5w”“”aa + o (?1/)A+5¢”8@/)A’

where (0%,), (W%, w%,,) and (¥4, 94,) denote fibre coordinates on ¥,, J'3, and J's,
respectively. If we set locally

60 == 60", d=*, dow 1= dw, dz,
0 = 5 fa, 5 = 5y,

(fa) denoting a local fibre basis of ¥, then the first variation formula for £ is

0L = (—£G% + T%) B A 60" + (5 DEwp — S Te) A dw
+ dp [ =g Do A O™ — (57" — §"61)) S
+ a0 e(Lp) + E(Lp) 6D,  (4.4.1)

where G denotes the Einstein tensor associated with Q (cf. §3.3.5), ¥, := ¢, 4 ¥ and we
set

T%:= 0% — §[0e(Lp) + & (Lp) ¥]6%,  O%:= S(1" Vi — Vi “y),
¢'(Lp) :=1y*"V, b — map, &(Lp) =€ (Lp) = —(iVy® +ma)),
e(Lp) = €'(Lp) — LK%~ ", é(Lp) = e(Lp) = &(Lp) + LK%,

gabe . _ _igaw ab,yc + ,yc,yab)w = _izazzfyabcw — S[abc]’

identity (D.1.3) having been used in the last but one equality. Thus, the Einstein-Cartan-
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Dirac equations are

Gab ~ HTal)?
‘Dzab ~ 2"{Sabcgca
i,.)/avaw - mw - % abaf)/bw ~ 0.
The first two equations are called the first and the second FEinstein-Cartan (-Dirac)
equation, respectively, whereas the last one is known as the (Cartan-) Dirac equation.
T is the energy-momentum tensor of the theory (as usual: c¢f. §3.2.1), and S the spin
momentum tensor. Now, making use of (4.3.4), the second Einstein-Cartan equation can

be put into the form
TN Dgpe = 26552

or equivalently
79 ~ 2k 5%, (4.4.2)

which in turn implies that the torsion tensor is completely antisymmetric on shell. There-
fore, so is the contortion tensor. Indeed, from (4.3.5) and (4.4.2)

Kabc ~ _17—(1170 ~ _,Lisabc
5 .

Hence, the Dirac equation reduces to €'(Lp) ~ 0, which implies T, ~ 0. To sum up,
the above system of equations is completely equivalent to the following

Gab ~ ﬁ@aba
Tabc ~ 2/§Sab6,

i’ya a¢ _m¢ ~ 0.

Now, we know that we can read off the Noether current associated with L from its
first variation (4.4.1) (cf., e.g., §3.3.4). Explicitly,

B(8,5) = ~£08 — 5 S A Lo — O (L) — " £2)

After some manipulation, which makes use (inter alia) of (4.3.7b)—(4.3.7d) and the fact
that G%%, = —1/2Q% A (ep 2 Xqe), E(L,E) can be recast as

1

| V
B(L,Z) = ¢ (~ G4+ T%) 5, + 2 (
(L,5)=¢ - bt 1 + e

1 -
DY,y — Sabczc) +dn (—E“bzab) ,
2K

so that the superpotential associated with L turns out to be

1 -
U(L,Z) =U(Lgc, Z) = —Q—E“bZab, (4.4.3)
K
a result which appeared in Godina et al. (2001) for the first time. Therefore, the Dirac
Lagrangian does not seem to contribute to the total superpotential. From this fact one

might mistakenly conclude that the Dirac fields do not contribute to the total conserved
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quantities. This conclusion would be wrong because, although the Dirac Lagrangian
does not contribute directly to the superpotential, in order to obtain the corresponding
conserved quantities, one needs to integrate the superpotential on a solution, which in
turn depends on the Dirac Lagrangian via its energy-momentum tensor and the second
Einstein-Cartan equation.

Note that in the case of the Kosmann lift we have? (cf. §2.6.1)

Eab = (€k)ab = —Via&y), (4.4.4)
which, substituted into (4.4.3), gives
1 -
U(Lgo, k) = 5= V& B, (4.4.5)

2K

i.e. (half of) the well-known Komar (1959) potential, in accordance with the result found
by Ferraris et al. (1994) in a purely natural context (cf. §3.3.5). This is also the lift
implicitly used by Godina et al. (2000) in the 2-spinor formalism.

Let now (0,44") denote the Infeld-van der Waerden symbols, which express the iso-
morphism between Re[S(M) ® S(M)] and TM in the orthonormal basis induced by the
spin-frame chosen (cf. §D.3), and consider the following lift3:

5“ = eauo'aAA’)\Aj\Ala éab = (éW)ab = _40'[aAA/O'b]BB/ Re(j‘B’VBA’)\A>7 (446)

which will be referred to as the Witten lift. Then
2 - /
U(Lgc, éw) = ReW = - Re(idy DAy A 044, (4.4.7)

which is the (real) Nester-Witten 2-form (Nester 1981; Penrose & Rindler 1986). Indeed,
we have*:

Eal® = —2Xp VpaAsX® + cC
= 21 (A Vi Aa) 8% + cC
= 2iAa VA4 "S5 + cC
= —21A 0 VA a0* A6 + cC
= 2iA 0 DAg A 04 + ce, (4.4.8)
where we used the identities (cf. Penrose & Rindler 1984)

135Y; . 1Al
*AabBab — Aab*Baby **Aab — _Aab’ *AABA B _ IAABB A

for any two bivectors A% and B®. Inserting (4.4.8) into (4.4.3) gives (4.4.7), as claimed.

2Here, the symbol V, stands for the operator e, V,.

3Here, the symbol V4 4+ stands for 0%4 47€,° V.

4With the exception of formula (4.4.9) below, we shall suppress hereafter the Infeld-van der Waerden
symbols and adopt the standard identification a = AA’, b = BB’, etc., as is customary in the current
literature (cf. §D.3).
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Chapter 4. Gauge-natural gravitation theory

If we wish, it is also possible to define a complexified Witten lift as

H = eaMO'aAA/AAj\AI, Eab = (f&;)ab = —4U[QAAIO'b]BB/5\B/VBA/)\A. (4.4.9)

Then, the relevant superpotential is
2i~ ,
U(Lpes €)= W i= == AuDAg A O (4.4.10)
K

which is the (complex) Nester-Witten 2-form (Penrose & Rindler 1986; Mason & Frau-
endiener 1990). From the viewpoint of physical applications (proof of positivity of the
Bondi or ADM mass, quasi-local definitions of momentum and angular momentum in
general relativity, etc.), it is immaterial whether one uses (4.4.10) or its real part (4.4.7),
as its imaginary part turns out to be —1/k dp(AsA40%), which vanishes upon integration
over a closed 2-surface.

Note, though, that (4.4.10) appears to relate more directly to Penrose quasi-local 4-mo-
mentum, when suitable identifications are made (c¢f. Penrose & Rindler 1986, p. 432).

Remark 4.4.1. Note also that—modulo an inessential numerical factor—the Kosmann
lift is (the real part of) the dual of the (complexified) Witten lift, in the sense that

(E)an = —5 Re[ (€5 )ut,

as can be easily checked on starting from equations (4.4.4) and (4.4.9)(2), whenever, of
course, &% = M\

4.4.1 Natural approach

Suppose for a moment that we deliberately neglect the gauge-natural nature of the
Einstein-Cartan-Dirac theory. This means that we shall temporarily regard the Einstein-
Cartan Lagrangian as a purely natural Lagrangian, i.e. a first order Lagrangian on a
(purely) natural bundle. In particular, the spin-connection w will be replaced by a nat-
ural linear connection I' (¢f. Example 1.10.17). As such, I' is a natural object, whose
components (I'%,,) are related, because of the compatibility condition V6 = 0, to the
components (w%,) of w via the familiar formula

why = 0%(0,e” + 17, 657), (4.4.11)

where antisymmetrization in {a,b} is understood on the r.h.s. of (4.4.11) (cf. §2.6).
Note that we cannot regard the Dirac Lagrangian itself as a natural Lagrangian because
spinors cannot be suitably replaced by any (physically equivalent) natural objects: this is
precisely why we chose a gauge-natural formulation in the first place, and why we expect
to encounter some sort of restrictions now.

The local expression for the Lie derivative of I' is given by formula (2.6.29), i.e.
LTy = R0 l” + V V€. (4.4.12)
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4.5. FEinstein-Dirac theory

Thus, the Noether current is now of the form
1 i ~ ~
B(L,Z) = —§ 1L — 3Ty A £ - %(fgmw — =), (4.4.13)
K

where we set
LD = (£eT%,,)0%,0" dat.

The important point to note here is that, although (I'%,,,) may be regarded as the compo-
nents of w in the holonomic basis, (£:1%,,) are not, in general, the components of £zw in
that basis. Accordingly, the second term on the right-hand side of identity (4.4.13) can-
not be claimed to be the most general expression for (f(Lgc), £=zw), but naturality must
indeed be assumed. In fact, if we now proceeded in the same way as before, we would then
find that consistency with the second Einstein-Cartan equation requires =% = —@[‘I{b},
i.e. precisely the Kosmann lift, and thus we would recover the purely natural result.

4.5 Einstein-Dirac theory

Our main reference for the Einstein-Dirac theory is Lichnerowicz (1964). The procedure

for obtaining the conserved quantities is completely analogous to the Einstein-Cartan-

Dirac case; therefore, we shall limit ourselves to present the results and briefly comment

on them, pointing out the possible differences. In the sequel, the symbol ‘|~ affixed to

a quantity shall mean that the latter is formally identical with the quantity denoted by

the same letter in §4.4, but with all (explicit or implicit) occurrences of w replaced by ‘.
Then, the Einstein-Hilbert Lagrangian is nothing but

Len: J2S, — NT'M
{ Bi: 2 = A (4.5.1)

Len: (j29) = LEH(jZQ) = Lic|k=0 7
whereas the Dirac Lagrangian is regarded here as the base-preserving morphism
Lp: J'S, xu J'S — NT*M
Lo (5'0,5") = Lp(3'0,5") = Lplrk=o

Remark 4.5.1. On using (4.2.1) and exploiting the relationship between Q and R (cf.
§2.6.2), it is easy to see that Lgy coincides, as an object, with the Einstein-Hilbert
Lagrangian introduced in §3.3.5, but here Lgy is regarded as a gauge-natural, not simply
natural, Lagrangian.

According to the principle of minimal coupling, the total Lagrangian of the Einstein-
Dirac theory will simply be %L := Lgy + %Lp, its variation reading

50£: _ (_%GGab + GTab) Za A 5013
+ it [— o D A W 4 35S0y A 66° — 18 (507 ¢ — Py 50) %
+ a6 e(®Lp) + é(%Lp) )%,
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Chapter 4. Gauge-natural gravitation theory

where

T = T%)| ko + "V.5%°

= 0@% + lN)ab G(QLD) + é(GLD) bab, (453)
0 1= 1(0% + 0, ) k=0 = ©)",
b% = (7% — 20%), b = b% = —%?Z(’Yab +26%),
6(0,81)) = el(LD)‘K:(), é(GLD) = 6(0LD) = é/(LD)|K:0.

Thus, the Einstein-Dirac equations are

0 ~ .6
Gab ~ K @aba

i O, — map = 0.

Note that, although the invariance of the Dirac Lagrangian with respect to Lorentz
transformations requires *T',;, to be symmetric on shell (Weinberg 1972; Choquet-Bruhat
1987), the manipulation required for going from (4.5.2) to (4.5.3) is highly non-trivial:
the interested reader is referred to Lichnerowicz (1964) for an elegant proof.

Following the same procedure as before, we find that the Noether current associated
with %L is
BL,Z) =€ 1% — L5 A L2w™ + 185750 A £20° — 2 ( Ly — Yy  £21)) S,
= €b<_%0Gab + eTab) Ea + dH(_iéabEab + %gcsabcgab)v

so that the superpotential associated with % is recognized to be

UL, Z) = —iéabz:ab + 1505"1’;2(11,, (4.5.4)
2K 2

and we note that, unlike in the Einstein-Cartan-Dirac case, the Dirac Lagrangian enters
the superpotential directly, but recall that we have no second Einstein-Cartan equation
here. Note also that the “vertical contribution” (i.e. all terms in =%) coming from the
Dirac Lagrangian consistently vanishes off shell. For the same reason, no inconsistency
of the type of §4.4.1 can arise here. This fact, though, by no means disproves the gauge-
naturality of the theory, which is well-motivated on both physical and mathematical

grounds.

4.5.1 First order Einstein-Hilbert gravity

Remarkably, Lagrangian (4.5.1) can be split into a horizontal differential plus a first
order covariant Lagrangian locally reading

£’FF = _i(ﬂab - Qac A ch) 7A\ Eab
= Lpn + = dn(Qa A S%),
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where Qab = dp@up + Wae A 0% and Qup = wap — Wap, @ being a background (non-
dynamical) spin-connection. It is easy to see that Lgp is but the gauge-natural counter-
part of Ferraris & Francaviglia’s (1990) Lagrangian introduced in §3.3.5: in particular,

% = 0%ep*q®u da”. Then, from (3.2.17) it follows that the superpotential associated
with ’C’FF is

1
U(Lpp,Z) := U(Lgn, =) + ﬁg 1(Qap A X, (4.5.5)

where, of course, U(Lgy, Z) := —1/(2k) Z%Sy, = U(Lgc, Z).

4.6 The indeterminacy

Both (4.4.3) and (4.5.4) reveal that, in this gauge-natural formulation of gravity coupled
with Dirac fields, the superpotential is essentially indeterminate because no condition can
be imposed a priori on the vertical part of =Z. Therefore, we can state our main result as
follows.

Theorem 4.6.1. Any conserved charge associated with the gravitational field is intrinsi-
cally indeterminate.

Note that, because of (3.2.17), this indeterminacy does not depend on the particular
Lagrangians chosen [cf., e.g., (4.5.5)]: for this reason and the functorial nature of this
indeterminacy we have called it “intrinsic”. This important result can be regarded either
as a limit for the theory or as an additional flexibility. In any case, it cannot be overlooked.

If we look back at the examples of §3.3, we realize that, in the case of (scalar and)
Yang-Mills fields, the contribution to the conserved quantities associated with a vector
field £ on M comes from its horizontal lift (with respect to the G-connection A), whereas
the vertical contribution seems to be related to the “gauge charges”, such as the electric
charge in the case of electromagnetism (cf. §3.3.4). For the Proca fields and standard gen-
eral relativity, the horizontal lift (possibly with respect to the Levi-Civita connection I') is
no longer enough if we wish to include the contribution coming from the superpotentials,
and we are thus led to consider the natural lift of £. Finally, here, as we already noted in
84.4, in order to recover the purely natural results, we should impose the Kosmann lift,
which is canonical, but not natural, i.e. it is only one of the possible lifts of ¢ onto X,
and is not functorially induced by £&. Remarkably, when £ is null, another possibility is
given by the (complexified) Witten lift, which is also related to quasi-local definitions
of momentum and angular momentum in general relativity (Ludvigsen & Vickers 1983;
Dougan & Mason 1991).

From a physical point of view, it might be disturbing to think, that, when the spino-
rial contribution is removed, the (gravitational part of the) theory should automati-
cally revert to its purely natural counterpart, thereby reproducing the well-known (non-
indeterminate) results of §3.3.5. This could mean either that some (possibly physical)
justification has to be found to impose the Kosmann lift by hand® or, conversely, as we

°In this connection, it is interesting to note that, in the triad-affine formulation of the (2 + 1)-dimen-
sional BTZ black hole solution, the Kosmann lift is precisely what is needed to recover the “one-quarter-
area law” for the entropy of the black hole (Fatibene et al. 1999b).
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Chapter 4. Gauge-natural gravitation theory

believe, that a gauge-natural formulation is the appropriate one for gravity for the very
reason that it is the most general one®, irrespectively of the nature of the theory it is
possibly coupled with.

4.7 Comparison with Giachetta et al.’s (1997) ap-
proach

We conclude by briefly commenting on a different approach to the same problem ad-
dressed in this chapter, developed by Sardanashvily and collaborators (c¢f. Giachetta et al.
1997 and references therein). We must say first of all that they consider the “metric-
affine” case only, so that, strictly speaking, a comparison between the two approaches
is possible only for the Einstein-Cartan-Dirac theory (although it would be relatively
straightforward to extend the discussion to incorporate Einstein-Dirac gravity as well).

Indeed, even though they do not explicitly work in a gauge-natural setting, they seem
to be well aware of the problems of the traditional approach mentioned in §4.1. The
solution they propose is to rely on spontaneous symmetry breaking. Although this is
admittedly a quantum phenomenon, the description of Einstein-Cartan gravity in terms
of Higgs fields has some justification (cf., e.g., Trautman 1980).

From our point of view and very roughly speaking, what this does is to split the
gauge-naturality of the theory into its purely gauge and purely natural part, so that
the gravitational contribution is still represented by a linear connection and gives rise
to the usual Komar potential, whereas the indeterminate vertical contribution appears
now as a further additive term, it being “decoupled”. The authors, though, reject this
indeterminacy and impose the Kosmann lift by hand. The final net result is U(L,=Z) =
U(Lgc, €k).

It is obvious then that, in this case, their approach is, in effect, completely equivalent
to the one presented here. But, if really the Kosmann lift has to be imposed by hand,
then we dare favour our formulation because it is conceptually simpler and does not
invoke quantum phenomena.

SNote that, even if we were to couple Einstein (-Cartan) gravity with “Uj-spinors” (Buchdahl 1989,
1992; Godlewski 2002), s0(1,3) is in some sense “maximal” since, ultimately, the superpotential of the
theory must be a 2-form.
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Chapter 5

Multisymplectic derivation of
bi-instantaneous dynamics

Meantime mathematicians will judge, whether in sacrificing a part of
the simplicity of that geometrical conception on which the theories
of LAGRANGE and PoOISSON are founded, a simplicity of another
kind has not been introduced, which was wanting in those admirable
theories.

W. R. HAMILTON, Second essay on a general method in dynamics

The purpose of this chapter is to give a geometrical derivation of bi-instantaneous dynam-
ics in the sense of Hayward (1993). This will be done by appealing to the multisymplectic
(Hamiltonian) formalism.

5.1 Motivation

The standard 3+1 Hamiltonian analysis of the gravitational field, or “ADM formalism”,
due to Arnowitt et al. (1959, 1960, 1962) formulates gravitational dynamics in terms
of the evolution of spacelike hypersurfaces. In many cases, however, particularly in
problems where gravitational radiation is important, it is desirable to consider a foliation
by characteristic or null hypersurfaces. The geometry of a space-time foliated by null
hypersurfaces is rather awkward to describe owing to the absence of a natural rigging
vector and the degeneracy of the metric on a null surface. However, if one further
decomposes the null surfaces into families of spacelike 2-surfaces, one obtains a special
case of the 242 formalism in which no such degeneracies occur. The 2+2 formalism
decomposes space-time into two families of spacelike 2-surfaces. We can view this as a
constructive procedure in which an initial 2-dimensional submanifold is chosen in a bare
manifold together with two vector fields which transvect the submanifold everywhere.
The two vector fields can then be used to drag the initial 2-surface out into two foliations
of 3-surfaces. The character of these 3-surfaces will depend in turn on the character
of the two vector fields. Since, once a metric is introduced, the two vector fields may
each separately be null, timelike or spacelike, then this gives rise to six different types of
decomposition. The two most important cases are double-null foliations and null-timelike
foliations. An elegant way of describing this decomposition is to introduce a manifestly
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Chapter 5. Multisymplectic derivation of bi-instantaneous dynamics

covariant formalism in which one uses projection operators and Lie derivatives in the
normal directions. This approach gives rise to the covariant 2+2 formalism of d’Inverno
and collaborators (d’Inverno & Stachel 1978; d’Inverno & Smallwood 1980; Smallwood
1983).

Since in general relativity space-time is represented by a (Lorentzian) 4-dimensional
manifold, it follows that, geometrically, the 242 approach lies exactly in between the
standard 341 and the multisymplectic formalism presented in the following section.

5.2 Multisymplectic formulation of a field theory

We shall now recall the basic ingredients of the multisymplectic (Hamiltonian) formalism.
This section closely follows Gotay et al. (1998), §§2B and 3A-B, to which the reader is
referred for more detail and an extensive bibliography.

First of all, we need to introduce the field-theoretic analogue of the cotangent bundle.
Let then B denote the configuration bundle of a first order® field theory. Asin Chapter 3,
we could develop our formalism for a generic fibre bundle B over an m-dimensional
manifold M, but hereafter we shall restrict attention to the case in which B is a gauge-
natural bundle P, associated with some principal bundle P(M, G). We define the dual
jet bundle J'P; to be the vector bundle over Py whose fibre at y € (Py), is the set of
affine maps from J;PA to AT M. A section of J'P} is therefore an affine bundle map
of J'Py to A™T*M covering the projection 7: Py — M. Fibre coordinates on J'P; are
(p, pa*), which correspond to the affine map given in coordinates by

ya,u = (p + pa“?fu) ds. (5.2.1)

Analogous to the canonical 1- and 2-forms on a cotangent bundle, there are canonical
forms on J'P;. To define these, another description of J'P; will be convenient. Namely,
let Ay := A™T*P\ denote the bundle of m-forms on P, with fibre over y € P\ denoted
by (Ay), and with projection my: Ay — Py. Let Z) be the subbundle of Ay whose fibre
is given by

(Z))y ={z€ (A\)y |V Jv1z=0Vu,0v € V,Py}. (5.2.2)

Elements of Z, can be be written uniquely as
z =pds+ pt dy® Ads,. (5.2.3)

Hence, fibre coordinates for Zy are also (p, ps#) and we note that Z, = T*P\A(AN™'T*M).
Zy, which is clearly a gauge-natural bundle over M, is called the (homogeneous) Le-
gendre bundle (cf., e.g., Giachetta et al. 1997).

Equating the coordinates (z*,y*, p, ps#) of Zy and of J'P; defines a vector bundle
isomorphism

d: 7, — J'P;. (5.2.4)

IThe formalism presented in this section can be generalized to the higher order case, but we shall not
need to do so here. The interested reader is referred to Ferraris & Francaviglia (1983b), Gotay (1991a)
and references therein.
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Intrinsically, ® is defined by
®(z) oy =92 € N"T M, (5.2.5)

where z € (Z))y, § € J,Px and z = 7(y). To see this, note that, if § has fibre coordinates
(ya#>7 then
yrdet =da*  and  §Fdy® = y°, da” (5.2.6)

and so
g (pds + pa" dy® A ds,) = (p+ pa"y") ds, (5.2.7)

where we used (1.1.2a).

We shall now construct canonical forms on 7, and then use the isomorphism between
J'P; and Z) to transfer these to J'Py. We first define the canonical m-form ©, on A,
by

}I)H---leu@j\(z) :TWAO%J---JTWAozluz

= (7?1‘2’)(11), c, ),

m

(5.2.8)

where z € Ay and (IERRRNCAS T.Ay. Define the canonical (m + 1)-form Qx on Ay by

Q) == —dO,. (5.2.9)

Note that, if m = 1, then Ay = T*P, and ©, is the standard canonical 1-form. If
1: Zyx — A, denotes the inclusion, the canonical m-form © on Z, is defined by

0 :=i%*6, (5.2.10)
and the canonical (m + 1)-form Q on Z, is defined by
Q= —dO = i*Q,. (5.2.11)

The pair (Z), §2) is called multiphase space or covariant phase space. 1t is an exam-
ple of a multisymplectic manifold, i.e. a manifold equipped with a closed non-degenerate
(m + 1)-form.

From (5.2.3), (5.2.8), (5.2.9), (5.2.10) and (5.2.11), one finds that the coordinate
expression for © is
© = p.t'dy* Ads, + pds, (5.2.12)

and so
Q=dy* Adps" Ads, —dp Ads. (5.2.13)

Now, we shall construct the covariant Legendre transform for a first order La-
grangian L: J'P\, — A™T*M. This is a fibre-preserving morphism

FL: J'Py — Zy = J'P;
over Py, which has the coordinate expressions
p* =, p=L—-f"V% (5.2.14)
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for the multimomenta (p,”) and the covariant Hamiltonian H := —p, the f,*’s
being defined by (3.1.14). An intrinsic definition follows.

If § € J, Py, then FL(7) is to be an affine map from J, Py to A" T M where y € (Py),.
Define FL(y) to be the first order vertical Taylor approximation to L, i.e.:

FL(G) 0§ = L5) + <L (j+ 17 — )

5.2.15
s , (52.15)

t=0

where ¢/ € J;PA. To derive the coordinate expressions (5.2.14), suppose that, locally,
v = (2%, y%y%) and ¥ = (2%, 9% y'%). Then the right-hand side of (5.2.15) reads

(L(y) + fa“(y/a,u - yau)) dS,

which is an affine function of 3%, with linear and constant pieces given by the first
and second equation of (5.2.14), respectively. Hence (5.2.14) is indeed the coordinate
description of FL. Then, the so-called (Poincaré-) Cartan form is the m-form O
on J'P, intrinsically defined as

0. = (FL)*O, (5.2.16)

where © is the canonical m-form on Z,. Indeed, (5.2.12) and (5.2.14) yield

Op = fo'dy* Ads, + (L — fo!'y",) ds
=L+ fdvy® Ads,,

where the second equality follows from (1.8.21). If f, denotes the contact 1-form uniquely
associated with the Poincaré-Cartan morphism f(L), i.e. locally fr = f*9° Ads, =
fo# dvy® Ads,,, then of course

O =L+ [z,

a formula which also holds in the k-th order case, although, in general, ©, will be global
but not unique (cf. §3.1.2). It is now easy to see that the Noether current E(L, =) defined
in §3.2 can be written as

E(L,Z) = —h(J'Z216y)

[¢f. (3.2.10) and (2.1.12)]: again, this formula can be generalized to the k-th order case

by replacing J'= with J?*7'Z. It is not surprising, then, that the so-called (special)
covariant momentum map J: 7y — X5(P) @ N"'T*Z, defined by

(J,E)=2,.0

for all G-invariant vector field = € X4(P) on P, encodes all the essential information
about the conserved quantities associated with the given (first order) field theory. (Here,
=7 denotes gauge-natural lift of = onto Z).)

Remark 5.2.1. Our definition of a covariant momentum map differs slightly from the
original one due to Gotay et al. (1998), but is more suitable for our gauge-natural setting.
Indeed, in such a setting one has automatically defined a Lie group G and vector fields
on (Py and) Z, functorially induced by G-invariant vector fields on P.

Finally, in analogy with classical mechanics, we expect the dynamics of the theory to
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be encoded in the canonical (m + 1)-form €. Indeed, if we define
Qp = (FL)*Q = —dO,,

then we have the following result.

Theorem 5.2.2. Let o be a critical section of Py. Then,
(') (E1Q) =0 (5.2.17)

for any vector field = on J'P.

Proof. To prove the theorem, first observe that any tangent vector on J'Py can be decom-
posed into a component tangent to the image of jlo and a vertical vector on J'P\ — M.
Similarly, any vertical vector on J'Py — M can be decomposed into a jet extension of
some vertical vector on Py and a vertical vector J'Py — P,. Assume then that = is
tangent to the graph of jlo in J'Py; that is, = = Tj'o o £ for some vector field £ on M.
Then,

('0) (1 9%) = (') (T o0 &) 1)
=& (jlo)* e,

which vanishes since (j'o)*€ is an (m + 1)-form on the m-dimensional manifold M.
Assume now that = is a vertical vector field on J'Py — Py. Then, locally,

= =270
A calculation using the coordinate expression of €1, i.e.
Qe =dy* Adf" A (ds, — fo'y%) Ads, (5.2.18)
shows that 2L
E1Qy=-2%——
8@/““5?;%

which clearly vanishes when pulled back by the jet of a section of Py because of (1.7.1)
and (1.1.2a). Finally, one readily computes in coordinates that, along j'o,

(dy" Ads, — %, ds),

(o) (J'T 2 Qp) = —(e(L) 0 j%0, ) (5.2.19)

for all vertical vector fields T on Py. Thus, (5.2.17) implies (3.1.16). On the other hand,
(5.2.19) combined with the above remarks on decompositions of vector fields shows that
(3.1.16) implies (5.2.17). O

5.3 Transition from the multisymplectic to the in-
stantaneous formalism

In this section we shall summarize the procedure devised by Gotay (1991b) for the tran-
sition from the multisymplectic to the instantaneous (i.e. ADM) Hamiltonian formalism
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(see also Giachetta et al. 1997; Gotay et al. 1999).

Let Py, be a gauge-natural bundle over an m-dimensional manifold M and let ¥ C M
be a compact (m — 1)-dimensional Cauchy (i.e. non-characteristic) hypersurface without
boundary for a (first order) gauge-natural field theory on Py. Let P, |x be the space of all
(smooth) sections of P, restricted to ¥. Note that, when completed in the appropriate
Sobolev topology, the space P,|s becomes a smooth infinite-dimensional manifold. Also,
in the sequel we shall always assume to have chosen coordinates (a#)i'=; = (2°,2%)77"
on M adapted to ¥, in the sense that ¥ is locally given by z° = 0.

The tangent space T,P,|x at a section o: X — Py|x is defined as the set of sections T
of the vertical bundle VP,|y — ¥ which cover o, i.e. such that vp, o T = o (cf. §1.2).
Similarly, the cotangent space T);P,|5; consists of the section of the bundle V*3 ®p,,
A" TI'T*Y — ¥ which cover o. The natural pairing of an element o € T}Py|x with an
element v € T,P,|s is then given by integration:

(o, v) := /E(a(x),v(x)% xr €Y.

Now, let Z,|s. denote the restriction of the Legendre bundle Z, to ¥. Of course, the space
Zy|x of its sections is endowed with the induced fibration Z)|s — Pa|s. Let 0 € Z,|s
and u,v € T,Z,|x. We can then define the canonical 1- and 2-form on Z,|x by

uJ@g:/o*(uJ@)
>
and
UJUJQZZ/O'*(UJUJSDE—C{@g,
o

respectively, © and () being the canonical forms on Z, defined in the previous section.
In general, though, (s fails to be symplectic because of a non-trivial kernel. Indeed,
ker Qx, = span{d/dp, d/0p,'} by inspection. For this reason, Qy is called presymplectic.
To overcome this difficulty, we define a vector bundle morphism Ry : Zy|s — T*P,|x by

(Ry(0),v) = / (7TZ o 0)*(1) 10), (5.3.1)

by

Tz: Zyx — P, being the canonical projection and v an element of T ,.5)Pa|s. In adapted
coordinates, o € Z,|5x, takes the form

o = p.t dy* Nds, + pds, (5.3.2)

and so we may locally write
Ry (0) = p,’ dy® ® dso.

Ry is obviously a surjective submersion with
ker Ry = {0 € 2y\|s:0=p'dy* ®@ds; +pds, i=1,...,m —1}.
Proposition 5.3.1 (Gotay 1991b). The quotient map Z,|s/ker Ry = Z,|x/ ker Qs

— T*P,|s induced by Ry, is a symplectic diffeomorphism, i.e. Z,|5/ ker Qs is canonically
isomorphic to T*Py|s, and the inherited symplectic form on the former is isomorphic to
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5.3. Transition from the multisymplectic to the instantaneous formalism

the canonical one on the latter.
Explicitly,

Ox = R*0s,,

Qs = R*ws;,

where 5, and ws, are the canonical 1- and 2-form on 7T*P, |5, respectively, defined in the
usual manner, i.e.

(Os(y,m),v) = fom(Tms, ov),

Wy = —deg,

(¢, 7) denoting a point in T*P,|x, v an element of Ty ) T*Py|x, and mp, : T*Py|s — Pals
being the cotangent bundle projection. Locally,

92(?/1, 7T) = fzﬂ—a d¢a X dSo,
ws (P, ) = [5dy® A dm, @ dso.

Now, to discuss dynamics, namely how fields evolve in time, we need to introduce the
concept of a “slicing”, which is a way to define a global notion of “time”. It is important
to note that in this concept are encoded both the idea of a foliation of M by means of a
one-parameter family of lower dimensional hypersurfaces and that of a fibration through
a parameter time t.

Definition 5.3.2. A slicing of an m-dimensional manifold M consists of a “reference”
(m — 1)-dimensional Cauchy hypersurface ¥ and a diffeomorphism s,;: ¥ x R — M.

For t € R, we shall write ¥; for sy (X x {t}). Also, we shall usually denote by & the
generator of syr, i.e. € := (spr)%(0/0t), which is then said to be an infinitesimal slicing
of M.

Given a bundle B over M and a slicing sy, of M, a compatible slicing of B is a
bundle By, over ¥ and a bundle isomorphism sg: By; X R — B such that the diagram

Bs x R2E—-RB

L

Y xR~ M

commutes, the vertical arrows denoting the appropriate bundle projections. We shall
write By for sg(By X {t}). Also, the generator = of sp is given by = := (sp)x(9/0t),
which is then a compatible infinitesimal slicing of B. It is easy two see that =
is compatible with ¢ iff it projects onto £. Since we shall deal only with gauge-natural
bundles P\ associated with G-principal bundles P and shall consider only gauge-natural
lifts =) of G-invariant vector fields = on P as infinitesimal slicings of Py, these will always
be compatible with the infinitesimal slicings £ of M on which they happen to project. In
other words, we shall call =, an infinitesimal slicing of P, if its projection £ on M is an
infinitesimal slicing of M.
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Chapter 5. Multisymplectic derivation of bi-instantaneous dynamics

Now, fix an infinitesimal slicing =, of the configuration bundle P, of a first order
gauge-natural field theory described by a Lagrangian L: J'Py, — A™T*M. The corre-
sponding “slice” (Py); of P is, of course, a gauge-natural bundle over the “slice” ¥; of M
corresponding to the projection & of 2, on M. Let then £zy,: (J'Py); — (VPy); de-
note the restriction of the formal generalized Lie derivative to (Py); (¢f. Definition 2.1.6).
Explicitly,

EEyt Oj;O' = £50'<LU)

for all o € P, and x € ¥;. For future convenience, set
Y= oly,, )= L=y 0 jlo.

for all o € Py. Hence define a bundle map fz: (J'Py); — J*(Py): x (VPy); over (Py); by

B=(jio) = (o, ¥(x)) (5.3.3)

for all o € Py and = € ¥;. In coordinates adapted to 3, (5.3.3) reads
B=((a", 4, y%) 0 dio) = (@, 4%, y%) 0 Gath, i 0 ().

Furthermore, if the coordinates on Py are arranged so that 9/92°|(p,), = &, then of
course y* = y%, which is to say that, if £ is transverse to 3, then (= is a bundle
isomorphism. In this case, = is called the jet decomposition map, and its inverse
the jet reconstruction map. Clearly, both maps can be extended to maps of sections.
Indeed, from (5.3.3) it follows that

B=(jlo ois) = (j'1,4), (5.3.4)

where ix: ¥; — M is the inclusion. In fact, in (5.3.4) j' is completely determined
by 1. On the other hand, ¢ is a section of V' (Py); covering 1, and so defines an element,
of Ty(Pr)e, (Pr): denoting the space of sections of (Py);. Therefore, = induces an
isomorphism of j1(Py); with T(Py):, 71(Py): denoting the collection of restrictions of
holonomic sections of J'Py to ;.

We are now in a position to define the instantaneous Lagrangian L=: T(P)); — R
by

Le(id) = [ La(w. ) = [ iE(€2L0")).

for (,1)) € T(Py);, where j'o o ix is the reconstruction of (j'¢,¢). In coordinates
adapted to >, it reads
Le(.) = [ LG 9)€ dso

The instantaneous Lagrangian L= has an instantaneous Legendre transform

)

{IFLE: T(Py): — TH(Py):
FLz: (¢, ) — (¢,m)
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5.3. Transition from the multisymplectic to the instantaneous formalism

defined in the usual way as the fibre derivative of L=. In adapted coordinates,
T = T, dy® ® dso,
where

= %= 14.4).

a0 (1, 1)) a5

We call
&, :=FL=(T(Py):) C T*(Py):

the instantaneous primary constraint set. Constraint analysis is one of the most
interesting (and difficult) aspects of Hamiltonian dynamics, and is beyond the scope of
the present discussion?. On ®,, we can define the instantaneous Hamiltonian H=
by . .

HE(wv 7T> = <777¢> - LE(¢7¢)

In coordinates,

He(, ) z/

pIM

Ha(om) = [ (mal® = LG A0)E) dso

We have
Hz(4, ) = —/ o*(E, 1 0) (5.3.5)

p3

for any o € Ry' (1, 7) NFL(j'(Py);) and any gauge-natural lift =, of = onto Z,, where
Ry := Ry, denotes the symplectic reduction morphism defined by (5.3.1). We already
know that (5.3.5) must be true because it is so for its Lagrangian counterpart (cf. Re-
mark 3.2.15 and §5.2). Explicitly,

—J5,0%(E2 1 0) = [5,["(£#0,0% — E%) — (pa" D0 + p)€°] dsg
= J5, [P’ £=0" — L(j'0)€% dsg
= Je, [math® = L(j', 1)) dsg
= H=(y, ),

as claimed. O

Finally, if we denote by the same symbol wy, := wy, the pull-back onto ®, of the
canonical 2-form on 7*(P,);, dynamics can be described by the classical equation

X Jwy = d]‘.[g7 (536)

which is to be solved for (the flow of) the evolution vector field X. The local expression
of (5.3.6) is known, of course, as Hamilton’s equations. Explicitly,

a a _ 0H=
w _X _571—‘17
h 6H':
Wa:Xa:_(;wEv

2The interested reader is referred to Gotay et al. (1999).
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Chapter 5. Multisymplectic derivation of bi-instantaneous dynamics

where locally X = X%9, + X,0°, 0, := 0/0¢*, 0% := 0/0m,.

5.4 Bi-instantaneous dynamics

Dynamics with two evolution directions, or bi-instantaneous dynamics, is essentially anal-
ogous to dynamics with one evolution direction, but, for each configuration field, there
are two velocity fields, and consequently two momentum fields. The initial surfaces are
two (usually null) intersecting hypersurfaces of codimension 1, A4~ and .4, and their
(compact, orientable) intersection .. Alternatively, one could consider any Cauchy hy-
persurface ¥ of codimension 1 consisting of a one-parameter family of hypersurfaces of
codimension 2 stretching between .4~ and .#,.. The latter is the framework of Epp (1995),
and is essentially analogous to the instantaneous formalism described in the previous sec-
tion. Here, we are interested in developing a characteristic description of bi-instantaneous
Hamiltonian dynamics along the lines of Hayward (1993).

The idea is to start with a (degenerate) multisymplectic structure on the i-th hy-
persurface 4;, © = —,+, and then mimic the procedure we followed in the previous
section for the transition from the multisymplectic to the instantaneous Hamiltonian de-
scription. As before, in the sequel we shall always assume to have chosen coordinates
(z")" = (2%, %)™ on M adapted to A_, A, and .7, in the sense that A, A,

MZO o=
and . are locally given by ¥ =0, 27 =0 and 2 = 0 = 2, respectively.

Now, let P{ be the restriction of a gauge-natural bundle Py over M to the i-th hyper-
surface 4;, and let Pi| denote its restriction to .. As usual, P%|» will denote the space
of all the sections of P}|». Accordingly, Z% shall denote the (homogeneous) Legendre
bundle over Pi (and .4;), Z}|» its restriction to ./, and Z}|» the space of its sections.
Then, in analogy with the instantaneous case, we can define the canonical 1- and 2-forms
on Z4|» by

w0, = / o* (11 ©) (5.4.1a)
by

and

viulQ, = / o (v 3wl Q) = —dOi,, (5.4.1b)
b

respectively, ©° and O’ being the canonical forms on Z} defined as in §5.2. As before, we
define a vector bundle morphism R’ : Z§|s — (T*Py|#)* := T*ﬂ’;p@ﬂmy%ﬁ‘yT*TPﬂy
by

. *
(RL(0), 1i(v)) = / (mio0) (wao), (5.4.2)
>
m;: Zi, — P} being the canonical projection, v an element of T(x,00 P4 | », and ¢;: TP
(TPy|»)? = TPy |» Do |, =0t TPY|» the canonical vector bundle embedding. In
adapted coordinates, R’ (o) reads

y—>

R (o) = p,' dy* ® dS,
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5.4. Bi-instantaneous dynamics

where dS := 9; 1ds and ds := dz* Adaz? A--- Adz™ L. As before, we have
= (RY)* 0%, (5.4.3a)
Q, = (R,)*w", (5.4.3b)

where 6%, and w', are the canonical 1- and 2-forms on (T*P,|~)?, respectively, defined
by

(05,7, 7%),0) = [pm (T ov), (5.4.4a)
W', = —db’,, (5.4.4b)

(¢, 7=, 7") denoting a point in (T*P,|»)?, v an element of T(y - -+)(T*Pxr|»)?, and
T - (T*Py|»)? — Pi|» being the canonical projection. Locally,

0, (¢, 7, 77) = [, dyt @ dS,
wh (Y, 7, mh) = [,dyt Adrl, @ dS.

Indeed, let v € T,Z%|». By definition of pull-back (c¢f. §1.1) and (5.4.4a),

(RL,)*6,(0),v) = (6, (R, (0)), TR, 0 0)
— <R15/)(0-)7T7T:Pz>\ OTR; ov>‘

However, since R, covers the identity,
Tpi © R, =,
where 7;: Z%|» — Pi|» is the canonical projection. Hence,
T7T(p§ oTR'yov=Tmov=Tmowv.
Therefore,
((R)* 0 (0),v) = (R (0), Tmi 0 v)
*
= fy<7rz- o O') (Tm;ov) Jo)

= fy/O'*(UJ ﬂ-i*o-)?

where we used (5.4.2). However, by definition of ©¢, 70 = ©'oo [cf. (5.2.8) and (5.2.10)].
Thus, by (5.4.1a)

((Ro) 0% (0),v) = (8% (0),v),
which proves (5.4.3a), whereas (5.4.3b) follows from (5.4.1b), (5.4.3a) and (5.4.4b). O

Remark 5.4.1. As a mathematical curiosity, notice that, if we let (w’,)# denote the
endomorphism associated with w’,, i = —, +, then we would find

@i = [ forta—y @ds.,
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Chapter 5. Multisymplectic derivation of bi-instantaneous dynamics

where
0o 1, 0 0o 01,
fF=1- 0 0f, ff.=10 0 0],
0O 00 -1, 0 0

r,y € . and n := dim P, —dim M. Each (w%,)# defines an infinite-dimensional f-struc-
ture (Yano 1963; Yano & Kon 1984). Moreover,

(W) (W) * = [(Wi)* (wy) ]

Now, to discuss dynamics, we need to modify the concept of a “slicing” introduced
earlier on since we have two “times” here. Explicitly, we shall require that there exists a
diffeomorphism §y;: . X R* — M, where . is a compact, orientable (m —2)-dimensional
and M is our m-dimensional space-time. Following the literature on the subject, we shall
call the pair (.7, 5)/) a double-null slicing.

For (x,2%) € R? we shall write .4 for sy (. x {(x~,z%)}). Also, we shall usually
denote by & and 7 the generators of §yy, i.e. £ := (5p)%(0/0x™) and 1 := (8pr)(0/0z™).
The concept of compatible double-null slicings of (gauge-natural) bundles over M can
then be defined along the lines of the previous section, as well as their infinitesimal
counterparts.

Fix now an infinitesimal double-null slicing (Z,,H,) of the configuration bundle Py
of a first order gauge-natural field theory described by a Lagrangian L: J'Py, — A™T*M.
The corresponding “slice” (Py)x of P, is, of course, a gauge-natural bundle over the
“slice” /% of M corresponding to the projections { and 7 of =y and H), respectively. In
analogy with the instantaneous case, we can define two operators fgij and ,,£’~HyI by

Lzy= 0 jlo = £zo(x) and L=y 0 jlo = £yo(z)
for all o € Py and x € ¥4, and we shall set
Vi=0ly, o= dLzyzojlo, Wy = fuyzojlo.

The construction of the jet decomposition map proceeds as before. Explicitly, we define
it to be the map fzgu: (J'P\)x — JH(Py)+ X (VPy)x X (VPy)+ such that

5E,H(J;U) = (jiw, Y (z), (7))

for all 0 € Py and = € .%%. In coordinates adapted to ./, this reads
Ben (@, 5% y%) 0 dao) = (@, 4% v'a) 0 ditb, v 0 ¥_(x), y*s 0 s (2)).
Hence, we can define the bi-instantaneous Lagrangian L=y: (T(P))+)?> — R by
Len(v, - 1y) = / Len(, -, ¢y) = / ii:ﬂ<77J (€ L(jlg))),
S S
for (¢,v_,1,) € (T(Py)5)? where j'o 0iy is the reconstruction of (j'4,v_,1,) and
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5.4. Bi-instantaneous dynamics

iy S+ — M is the inclusion. In coordinates adapted to .74, it reads
Len(.vo,vy) =2 [ LG, v e ds,
:F

where (consistently) dS = ds_, = dz® A --- A da™ . The bi-instantaneous Lagran-
gian Lz i has a bi-instantaneous Legendre transform

{]FLE,Hi (T(Pr)5)* — (T*(Pr)£)?
]FLE,H: (¢7 w—v @/}+) = (wv 7T_7 7T+) 7
defined in the usual manner. In adapted coordinates,

7t = m dy® ® dS,

where 902
=1
(w ¢ ¢+) 8yaz

In analogy with instantaneous case, we shall call
O = FLzu((T(PN)5)?) € (T7(Pr)%)”

the bi-instantaneous primary constraint set. On ®., we can then define the
bi-instantaneous Hamiltonian Hzy by

© (wa ¢—> ¢+)

HE,H(Q/Ja 7T—7 7T+) - <7TZ777DZ> - LE,H(¢7¢—7¢+)'

In coordinates,
HE,H(waﬂ-i?ﬂ-Jr) = P %E,H(w77T777T+) = /y (ﬂ-aiwai - QL(jl%wfﬂ/M)f[f??H) ds
IF F

Finally, if we denote by the same symbol w’, := W, e the pull-back onto ®+ of the i-th
canonical 2-form on (T*(P,)+)?, dynamics can be described by the equatlon

X; 1w’y = dHzgq, (5.4.5)
which is to be solved for the i-th evolution vector field X;. Locally, (5.4.5) reads

XZ' N Ldfy; = [Xf‘@a + Xiajgaj] J f(yﬂFd@Db VAN d’/T[,i ® dS
— [ (X dryi — X d0) @ dS

=dHzp = [, (%22 dye + 2= dr,) @ dS,

which implies

0H=
wal' = Xia = “’.H

67-‘-17

i 6H~
:Xia = wa )
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Chapter 5. Multisymplectic derivation of bi-instantaneous dynamics

which are precisely the bi-instantaneous Hamilton equations (Hayward 1993).
From these we see that the trace-free part of (X;,’) is not determined. This is related to a
qualitatively new feature of bi-instantaneous dynamics, namely that the above Hamilton
equations do not by themselves give the full (first-order) field equations, but need to be
supplemented by an additional condition, such as the integrability condition

=,H] = 0. (5.4.6)

(cf., e.g., Hayward 1993). Of course, equation (5.4.6) implies [{,n] = T'm o [Z,H| = 0,
which in turn implies that, locally, { = 6*_0, and n = ¢6*.0,, m: P — M denoting here
the canonical projection. By virtue of Proposition 1.10.14 condition (5.4.6) also entails
(2, Hx] = 0, which in turn implies [£z, £5] = 0 on any (gauge-natural) vector or affine
bundle Py — M because of (2.2.5). This result is often very useful in practice.

To illustrate how this works in actual fact, we shall give the following simple

Example 5.4.2 (Klein-Gordon scalar field in Minkowski space-time). The dy-
namics of an R-valued Klein-Gordon scalar field ¢ in Minkowski space-time (R?*,7) is
described by the Klein-Gordon Lagrangian

{LKG: J'R* x R) — A'TR*
Lia: j'0 = Lia (') = §(0,00") — m*?)’

indices being lowered and raised by 1 and n~!, respectively. The corresponding Euler-
Lagrange equations are readily found to be

e(Lxa) 0 j° = —(9,0" + m*)p = 0. (5.4.7)

Now, any infinitesimal double-null slicing (=, Hy) of the natural vector bundle R* x R —
R* is simply given by an infinitesimal slicing (£, 7) of the basis R*. The bi-instantaneous
Klein-Gordon Lagrangian then reads

1 1
Len(, o vs) =2 [ Vot + 50,00%0 = Sm?y?) €yl ds,

Thus, the bi-instantaneous Legendre transform is

_ 0Lg
O

whence the bi-instantaneous Hamiltonian reads

0Lz
=2ty = = 2y

™

1 1 1
= _ -+ (= o 02,02 [—ot]
Henb.7m) = [ [Mﬂw wt = (S0ubry = Smu?) €y ] s
and the Hamilton equations are
§H= §H= _
2/17 ~ 67:—,H = g[—177+] 7T+7 er ~ 57:-[-H = 75[_1774_]71' ,
S SIS —M?;% = 26 M(0,0% + m?).
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Now, here integrability condition (5.4.6) simply reduces to [{,n] = 0. As we saw, this
entails, on one hand, £ = §*_0,, and n = 6";.0,,, which acquires a canonical meaning here
since we are in R*. On the other hand, on using &# = §*_ and n* = 6*,, it yields

0= Lyt = [Le, LY =¥y —Ypma_ -7y

Thus, the Hamilton equations together with the integrability condition give
+ - - + 1 lo" 2
Yo~ at, (IESE ﬂ,zﬂ+%—§(5a0 + m?),

and the initial data are ¢ on %%, 7~ on A~ and 77 on .#,. On recalling, now, the explicit
expression for £ and 7, it is easy to realize that these equations are indeed equivalent to
Euler-Lagrangian equations (5.4.7).

5.5 Future work

As we saw, integrability condition (5.4.6) is extremely useful in simplifying calculations,
but, geometrically speaking, represents a very strong requirement. Although we believe
that some sort of “compatibility condition” between the vector fields =, and H, is nec-
essary, we are currently investigating how to relax the integrability condition in actual
fact (Matteucci & Vickers 2003).

Also, it is natural to ask whether a suitable definition of Poisson brackets can be given
in the context of bi-instantaneous dynamics. An obvious candidate for the “i-th Poisson
bracket” would be

{f, 9} = (Xg)i 1 (Xp); 1wy,
where the ‘-th Hamiltonian vector field’” (Xy); with respect to the function(al) f in
C>=((T*P|#)* R) is defined to be the vector field on (T*P,|»)? such that

(Xp)idwly =df

[cf. (5.4.5)]. Unfortunately, these brackets, though geometrically well-defined, are alge-
braically awkward, i.e. they do not possess any clear-cut symmetry. In particular, they
are not antisymmetric and do not form a Lie algebra.

In this connection, we believe that only a correct understanding—still lacking at
present—of the concept of Poisson brackets in multisymplectic geometry could provide
full insight into this matter.
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Conclusions and perspectives

Die ganze Zahl schuf der licbe Gott, alles Ubrige ist Men-
schenwerk.
L. KRONECKER, in: F. Cajori, A history of mathematics

In a remarkable paper published in 1972, Andrzej Trautman introduced the notion of
a generalized Lie derivative, and, arguably for the first time, formulated the theory of
conserved quantities for first order Lagrangians in the elegant and concise language of
modern differential geometry. He wrote:

A GENERAL lesson to be drawn from the development of the theory of relativity
is that it is desirable to analyse in detail the various structures inherent in the
mathematical models used to describe physical phenomena. [...] With respect to
differential-geometric notions, the custom of expressing everything in coordinates
prevailed for a long time. [...] a steady and stubborn use of coordinates makes
it difficult to separate and describe the various geometrical structures associated
with physical theories. An important example of such a situation is provided by
the variational principles of physics.

In a later and equally remarkable paper, Trautman (1980) reviewed the important role
fibre bundles play in present-day physics, especially in connection with the Einstein-
Cartan theory. In particular, he observed:

The most important difference between gravitation and other gauge theories is
due to the soldering of the bundle of frames LM to the base manifold M. The
bundle LM is constructed in a natural and unique way from M, whereas a noncon-
tractible M may be the base of inequivalent bundles with the same structure group.
[...] What is the structure group G of the gravitational principal bundle P? Since
space-time M is four dimensional, if P = LM then G = GL(4,R). But one could
equally well take for P the bundle AM of affine frames; in this case G is the affine
group. [...] If one assumes—as usually one does—that w and g are compatible,
then the structure group of LM or AM can be restricted to the Lorentz or the
Poincaré group, respectively.

In many respects, this thesis is the ideal continuation of that work, and sheds some new
light on the issues raised by Trautman by using Trautman’s very formalism. In particular,
his definition of a generalized Lie derivative turned out to be the key to understand and
systematize the hoary problem of Lie differentiation of spinor fields, and hence suggest
that the theory of conserved quantities associated with the gravitational field coupled
with Dirac fields could be properly analysed only in a truly gauge-natural context.
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In §4.6 we observed that the Kosmann lift, which arises almost “naturally” in the
theory of the Lie derivatives of spinors, seems to play a privileged role in the theory
of conserved quantities too. It would be interesting to investigate to what extent this is
true, and whether other lifts could be more suitable in the description of different physical
situations.

In Chapter 5 we saw that gauge-naturality and generalized Lie derivatives arise nat-
urally in both multisymplectic geometry and the intrinsic formulation of instantaneous
and bi-instantaneous dynamics. As we mentioned in §5.5, there are several interesting
open problems in this area, and there seems to be much to be gained in the study of field
theory from the rich geometric structure of the multisymplectic formalism.
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Appendix A

Categories and functors

In the sequel, we shall regard the concept of a class as primitive. Intuitively, a class is a
collection whose elements are sets and/or elements of sets.

A.1 Categories

Definition A.1.1. The elements of a class are called objects.

Definition A.1.2. Let X and X' be two classes. By a map (between classes) we shall
mean a rule assigning to each object in X an object in X'.

Definition A.1.3. A class X is called a set if there exists at least another class Y such
that X € Y.

Definition A.1.4. Let X and Y be two sets. By a map (between sets) with domain X
and codomain Y we shall mean a rule assigning to each element x € X an element

f(z) € Y. Then, we shall write f: X — Y or f: z+— f(z).

Definition A.1.5. A map (between sets) f is said to equal another map (between
sets) g, and we write f = g, if f and g have the same domain, the same codomain and
the same value f(x) = g(x) for any element x of their common domain.

Definition A.1.6. Let X be a set. The map

idy: X - X

idy: x—idx(z) =2z
is called the identity (map) on X.

Definition A.1.7. Let X, Y, Z threesetsand f: X — Y, g: Y — Z two maps. By the
composite map of g and f we shall mean the map

{gof:X—>Z
gofrz(gof)(x):=g(f(x))

Definition A.1.8. A map f: X — Y is said to be injective (or an injection or
“nto”) whenever z; # x9 in X implies f(z1) # f(xq) in Y.
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Definition A.1.9. A map f: X — Y is said to be surjective (or a surjection or
“onto”) whenever for each y € Y there exists at least an @ € X such that f(z) = y.

Definition A.1.10. A map f: X — Y is said to be bijective (or a bijection or “one-
to-one”) if it is both injective and surjective, i.e. whenever for each y € Y there exists
only one z € X such that f(x) =y.

Definition A.1.11. Let X and Y be two sets and f: X — Y and g: Y — X two maps.
If go f =1idx, g is said to be a left-sided inverse of f. If f o g =idy, g is said to be
a right-sided inverse of f. If g is both a left-sided and a right-sided inverse of f, it is
called a two-sided inverse of f.

Theorem A.1.12. A map with non-empty domain is an injection iff it has a left-sided
wverse, and is a surjection iff it has a right-sided inverse.

Corollary A.1.13. Let X and Y be two sets and f: X — Y a map. Then, the following
statements are equivalent:

(i) f is a bijection;
(ii) f has both a left-sided and a right-sided inverse;
(iii) f has a two-sided inverse.

In this case, any two inverses (left-sided, right-sided or two-sided) coincide. Such a
unique inverse of f (denoted by f~1) is bijective and, furthermore,

(=1

Definition A.1.14. The unique inverse f~! of f as defined in the previous corollary is
called the inverse (map) of f, and f is said to be invertible.

Definition A.1.15. By the direct product X, x Xo x---x X, of n sets X1, Xo,..., X,
we shall mean the set of all ordered n-tuples of elements of X7, X5, ..., X, respectively,
i.e. the set

Xy x Xox o x X i={(x1,m9,...,2,) | 1 € X1, T2 € Xo,..., v, € X, }
Definition A.1.16. Let n be a natural number, X a set and
X x--xX ifn#0,
X" = n times

{1} if n=0

the n-th direct product of X with itself. By an n-ary operation we shall mean a map
f: X" — X.

Definition A.1.17. Let X and X’ be two sets equipped with an n-ary operation h: X"
— X and an n-ary operation h': (X’)" — X' respectively. By a morphism or, more
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precisely, a homomorphism' (of n-ary operations) we shall mean amap f: X — X’
such that

(f o h) (1’1,1‘2, o ,l’n) =hn (f(xl)’f(xQ)v cee ’f(xn))

for all x1,29,...,2, € X.

We shall denote the set of all morphisms between X and X’ by Mor(X, X'). We
shall say that a morphism f: X — X’ is a monomorphism if the map f is an injection,
an epimorphism if it is a surjection, an isomorphism if it is a bijection and f~! is a
morphism.

A morphism f: X — X is called an endomorphism (of X) or, if it is bijective, an
automorphism (of X).

Definition A.1.18. By a category we shall mean a pair X := (Ob(X), Mor(X)),
where Ob(X) is a class and Mor(X) is the class formed by all the sets Mor(X,Y),
X,Y € Ob(X), satisfying the following two conditions:

(i) idx € Mor(X, X) for all X € Ob(X);

(7) if f € Mor(X,Y) and g € Mor(Y, Z), then go f € Mor(X, Z) for all X,Y,Z €
Ob(X).

The objects of Ob(X) are simply called the objects of the category X, whereas the
objects of Mor(X) are said to be the morphisms of X.

In this thesis, three main categories are considered: the category MFf,, of m-dimen-
sional manifolds and local diffeomorphisms, the category FM of fibred manifolds and
fibre-respecting morphisms and, finally, the category PB,,(G) of principal G-bundles
over m-dimensional manifolds and principal bundle morphisms. It is easy to realize that
these are indeed categories in the sense of Definition A.1.18.

A.2 Functors

Definition A.2.1. Let X and X’ be two categories. By a (covariant) functor from X
to X' we shall mean a map .% : X — X' assigning to each object X in X an object .7 (X)
in X’ and to each morphism f: X — Y in X a morphism .#(f): #(X) — Z(Y) in X',
and satisfying the following two conditions:

(i) ZF(idx) = idgx) for all X € Ob(X);
(it) F(gof)=F(g)oF(f) forall f € Mor(X,Y), g € Mor(Y,Z), X,Y,Z € Ob(X).

In this thesis, two important kinds of functors are considered: natural and gauge-
natural functors (cf. Chapter 1).

!The term “morphism”, although less precise, is commonly used in the general case, whereas the term
“homomorphism” is mainly used for linear maps between vector spaces.
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Definition A.2.2. Let X and X' be two categories. By a contravariant functor
from X to X’ we shall mean a map .%: X — X' assigning to each object X in X an
object #(X) in X' and to each morphism f: X — Y in X a morphism .Z(f): Z(Y) —
Z(X) in X', and satisfying condition (i) of Definition A.2.1 and, instead of condition (),
the following one:

(W) F(gof)=F(f)oF(g) forall f € Mor(X,Y), g€ Mor(Y,Z2), X,Y,Z € Ob(X).

Definition A.2.3. Let .#,¥4: X — X' two functors. By a natural transformation
from % to ¢4 we shall mean a map 7: % — ¥ assigning to each object X in X a
morphism 7x: #(X) — ¢4(X) in X’ such that, for any morphism f: X — Y in X,

Ty o Z(f) = 94(f) o 7x. Equivalently, the following diagram is commutative.

An analogous definition exists for contravariant functors. A natural transformation
T: ¥ — 9 is also known as a functor morphism.

Definition A.2.4. Let 7, X, X', % and ¢ be as in the previous definition. If 7x is
invertible in X’ for all X € Ob(X), we call 7 a natural isomorphism (or a natu-
ral equivalence), and we note that the inverses {(7x)~'} form a natural isomorphism
7719 — Z. In this case, we write .Z =, ¢ or, when clear from the context, . # ~ ¥.

134



Appendix B

Vector fields and flows

In this appendix we collect together a number of classical results on vector fields and
flows, which will prove useful in the rest of the thesis.

B.1 General definitions

Definition B.1.1. A wvector field ¢ on a manifold M is a smooth section of the tangent
bundle, so £&: M — T'M is smooth and 73, 0 & = idyy, 7ar: TM — M denoting the
(canonical) tangent bundle projection.

We shall denote the set of all vector fields on M by X(M). With pointwise addition and
scalar multiplication X(M) becomes an infinite-dimensional vector space.

Proposition B.1.2. X(M) coincides canonically with the space of all derivations of the
algebra C(M;R) of smooth functions from M to R, i.e. with the space of all R-linear
operators D: C°(M;R) — C®(M;R) such that D(fg) = D(f)g+ fD(g) for all f,g €
C>®(M;R).

Proof. See, e.g., Kolar et al. (1993), p. 16. O
Definition B.1.3. The R-bilinear mapping [-,-]: X(M) x X(M) — X(M) defined as

[,nl(f) == EMm(f)) —n(€(f))

for all £, € X(M) and f € C®°(M;R) is called the commutator (or Lie bracket)
of £ and 1, and turns X(M) into a Lie algebra (c¢f. Definition C.2.1).

Definition B.1.4. Let I C R be an interval and v: I — M a smooth curve on a
manifold M defined on I, and set 4(¢) = S$~(t) := Tyy(1). Then, we shall say that 7 is
an integral curve of a vector field £ € X(M) if 4(t) = &((¢)) for all ¢ € I. In this case,
we shall say that «y is mazimal if either I = R or v leaves M in finite (parameter) time t
in the past, in the future, or both.

Theorem B.1.5 (Picard-Lindelof). Let € be a vector field on M. Then, for any x
in M there is an open interval I, containing O and an integral curve ~v,: I, — M for &
based at x, i.e. such that v,(0) = x. If 7y, is mazimal, then it is unique.
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Definition B.1.6. Let £ be a vector field on M and write ¢ (z) = ¢&(t, &) := ~,(t), where
vz I, — M is the maximal integral curve of £ constructed in the previous theorem. The
mapping ¢ or, equivalently, the set of maps {gof}te 1, will be called the flow of the vector

field &,

In the rest of this thesis, we shall tend to omit the superscript & whenever it is clear
which is the vector field whose flow we shall be considering.

Theorem B.1.7. For each vector field & on M the mapping ¢*: D¢ — M, where Dy :=
Uzenr(Iz x {x}) is an open neighbourhood of 0 x M in R x M, is smooth. Then, we have

gpf(t + S, .T) - Sog(tv 905(37 l‘))

in the following sense: if the r.h.s. exists, then the Lh.s. exists and we have equality; if
t and s are both non-negative or both non-positive, and if the l.h.s. exists, then also the
r.h.s. exists and we have equality.

Definition B.1.8. Let £ be a vector field on M. Its flow ¢ is called global or complete
it D¢ defined in the previous theorem equals R x M. Then, gof is a diffeomorphism of M
for all t € R and £ is called a complete vector field.

Now, recall that the support supp, of a vector field § on M is the closure of the set
{z € M| &) #0}.

Proposition B.1.9. Fvery vector field with compact support on M 1is complete.

Corollary B.1.10. On a compact manifold every vector field is complete.

From Theorem B.1.7 and Definition B.1.6 it follows immediately that

0f 0 05 = Pips, (B.1.1a)
©5 = idyy, (B.1.1b)

whence also
(92) 7" = ¢, (B.1.1¢)

ie. {(pf} is a (local) one-parameter group of diffeomorphisms of M. From Definitions B.1.6
and B.1.4 it also follows that

(@) = €0 i (0) (B.1.2)
and, in particular,
0
E(z) = o of(@)| (B.1.3)
ot

which could be taken as the definition of the vector field £ given the mapping gp?.

Definition B.1.11. By a pseudo-Riemannian manifold we shall mean a pair (M, g),
where M is a manifold and g is a (non-degenerate) metric tensor on M of signature (p, q),
p+q =m :=dim M. We shall say that a pseudo-Riemannian manifold is Riemannian
[Lorentzian] if p=m (and ¢ =0) [p =1 (and ¢ = m — 1)].
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Definition B.1.12. Let (M, g) be a (pseudo-) Riemannian manifold. A diffeomorphism
©: M — M is called an isometry [a conformal isometry] if p*g = g [¢*g = Q?%g,
Qe C°(M;R")].

Definition B.1.13. Let (M, g) be a (pseudo-) Riemannian manifold. A vector field £
on M generating a one-parameter family of isometries [conformal isometries] is called a
Killing vector field [conformal Killing vector field).

It is easy to see that the condition for a vector field £ to be Killing translates into the
Killing equation
£§g =0

(cf. §2.1), which, if ‘V’ denotes the covariant derivative operator associated with the
Levi-Civita connection (cf. §1.5.1), can be locally written as

£§gul/ = ugu + Vu@ - O; (B14>

where g = g, dz* vV da¥, £ = £0, and {, := £ g,, in some natural chart. Similarly, the
condition for a vector field £ to be conformal Killing has the following local expression:

2
"gfg;uj = Evpgpguyy (B15>

m = dim M.

B.2 A simple proposition

We shall now give a direct proof of a simple proposition, which will prove useful in
Chapter 1. For its generalization see, e.g., Theorem 3.16 of Kolar et al. (1993).

Proposition B.2.1. Let & and n be two vector fields on M. Then,

2(ploptiopfop)| =0, (B.2.1a)
2
Lo (plioptioplopd)| =16 = 2| . (B.2.1b)
Proof. By virtue of (B.1.16) and (B.1.3) the first order expansion of ¢} (z) around t = 0
reads

5 (x) = x + t€(z) + O(t?), (B.2.2)

and analogously for ¢} (x). Hence [omitting the points (of M) at which maps are evalu-
ated], we find

0 0 /.
o Wloetioplog) = o (idy+0(t)

ot =0,

t=0

t=0

which is nothing but (B.2.1a). To prove (B.2.10), we need a second order expansion
of ¢f(z) and ¢](z) since we need to compute a second derivative here, all higher order
terms again vanishing owing to the fact that the expression is evaluated at ¢t = 0. Taking
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the derivative of (B.1.2), applying the chain rule and using (B.1.3), we then get

82
@wt(ﬂi) =Ty @)§ 0 &(2). (B.2.3)

t=0

Therefore, by virtue of (B.2.2) and (B.2.3) the second order expansion of ¢;(x) around
t =0 reads

() = + t&(x) + P Ty )€ 0 E(z) + O(F?),

and analogously for ¢/ (). Hence, we readily find

10 3 PRI Loy 2 3
SppPhioviiowi o) = 5@(1% + ¢, 7]+ O(#)) = [€,m],
as claimed. O
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Lie groups and Lie algebras

In this appendix we collect together some standard results on Lie groups, Lie algebras
and Lie group actions on manifolds. The reader is referred to Kolaf et al. (1993), §§4-5,
for a concise, yet entirely self-contained, introduction to the same concepts, and for all
the proofs of the results presented herein.

C.1 Lie groups

Definition C.1.1. A Lie group G is a (smooth) manifold and a group such that the
multiplication pu: G X G — G is smooth.

Then, it can be shown that also the inversion ¢: G — G is smooth. Throughout,
we shall use a multiplicative notation, whereby multiplication in G is denoted by jux-
taposition, i.e. u(a,b) =: ab, and t(a) =: a! for all a,b € G. Furthermore, we shall
denote by e the identity of G. By the dimension of G we shall mean the dimension of
the underlying (finite-dimensional) manifold. By the left translation L, by an element
a € G we shall mean the diffeomorphism L,: G — G such that L,: b — L,b := ab
for all b € GG. Analogously, by the right translation R, by an element a € G we shall
mean the diffeomorphism R,: G — G such that R,: b — R,b := ba for all b € G. It
follows immediately that L, o Ly = Lay, Rq o Ry = Rpa, L7 = Ly, Ry = R, and
L,o Ry = Ryo L,.

Let K = R, C. Examples of Lie groups we shall encounter in this thesis are the general
linear group GL(V) of all automorphisms (i.e. invertible linear mappings) of a finite-
dimensional vector space V into itself [in particular, we shall set GL(m,K) := GL(K™)],
the special linear group SL(m,K) of all m x m invertible matrices with unit determinant,
the pseudo-orthogonal group O(p,q) of all linear isometries of (R™,n), where 7 is the
standard Minkowski metric of signature (p,q), p+q = m, on R™ i.e.

e = diag(1,...,1,~1,...,—1).
—_—
p times q times

We shall also denote by SO(p, q) the special pseudo-orthogonal group formed by all el-
ements of O(p,q) with unit determinant, and by SO(p, q)¢ its connected component
with the identity. Finally, we shall also need the pseudo-conformal group CSO(p,q) =
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SO(p,q) x R* of all conformal isometries of (R™,n), as well as the general affine group
GA(m,K) := GL(m, K) x K™ formed by all matrices A of the form

~ A v
A= (6 3)

Definition C.1.2. Let H be a Lie group. A subgroup G of H is called a Lie subgroup
if G itself is a Lie group and the inclusion i: G — H is smooth.

A € GL(m,K), v € K™,

Proposition C.1.3. Let G be a closed subgroup of a Lie group H. Then, G is a Lie
subgroup and a submanifold of H.

Thus, for instance, SO(p,q) is a Lie subgroup of SL(m,R), which is in turn a Lie
subgroup of GL(m,R).

Definition C.1.4. By the centre of a Lie group G we shall mean the Lie subgroup C
of G formed by all elements a € G such that ab = ba for all b € G.

Definition C.1.5. By a Lie group homomorphism between two Lie groups G and H
we shall mean a smooth mapping ¢: G — H such that p(ab) = p(a)p(b) for all a,b € G.

As usual, we shall speak of Lie group isomorphism, endomorphism or automorphism,
if  is invertible, H = G, or ¢ is an invertible endomorphism, respectively. For a € G,
define I,: G — G by I,b :=aba™' = (L, 0 Ry-1)b = (R,-1 0 L,)b. Then, I, is clearly an
automorphism of G, called the inner automorphism (or conjugation) by a.

Definition C.1.6. Let (R, +) denote the (Lie) group of real numbers with addition. By
a one-parameter subgroup of a Lie group G we shall mean a Lie group homomorphism
¢: (R,4+) — G, i.e. a smooth curve ¢ in G such that ¢(0) = e and p(s+t) = p(s)p(t)
(cf. §B.1).

Definition C.1.7. By a real [complex] representation of a Lie group G on a real
[complex] (finite-dimensional) vector space V we shall mean a Lie group homomorphism
p: G — GL(V). A representation is said to be faithful if it is injective.

C.2 Lie algebras

Definition C.2.1. Let V be a vector space on a field K = R, C endowed with a binary
operation

L] VXY =V
['7 } (U7 U/) = [Uv U/] 7
called the commutator (or Lie bracket) of v and ', satisfying the following properties:

(i) [v, a0 + V"] = afv,v'] + Blv,v"] for all o, f € K and v,v",v" €V,

(i) [v,v"] = —[v/,v], for all v,0" €V,
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(i3) [v, [V, V"] + [V, [V, 0]] + [V, [v,0]] = 0, for all v,v' ;0" € V.
Then, the pair (V, [, ]) or, for short, simply V is called a Lie algebra (on K).

Properties (i) and (7) simply express the linearity and antisymmetry of the commu-
tator!, whereas (444) is known as the Jacobi identity. As a first example of a Lie algebra,
recall the (infinite-dimensional) Lie algebra X(M) of all vector fields on a manifold M
encountered in Definition B.1.3. By the dimension of a Lie algebra we shall mean the
dimension of the underlying (finite-dimensional) vector space.

Definition C.2.2. By a Lie subalgebra of a Lie algebra V we shall mean a vector
subspace 8§ of W such that [v,v] € § for all v,v" € 8.

Definition C.2.3. By an #deal of a Lie algebra V we shall mean a Lie subalgebra J of V
such that [v,v'] € J for all v € V, v € J.

Definition C.2.4. By the centre of a Lie algebra V we shall mean the ideal C of V
formed by all elements v’ € V such that [v,v'] =0 for all v € V.

Definition C.2.5. By a Lie algebra homomorphism between two Lie algebras V
and W we shall mean a linear mapping ¢: V — W such that ¢([v, v']) = [p(v), p(v')] for
all v,v" € V.

As an example, it easy to show that the push-forward ¢« by a diffeomorphism ¢: M —
N is a Lie algebra homomorphism X(M) — X(N).

Now, a vector field £ on G is called left-invariant if (L,)«x& = £ for all @ € G. Since
the push-forward is a Lie algebra homomorphism, the space X1(G) of all left invariant
vector field on G is closed under the Lie bracket, and hence it is a Lie subalgebra of X(G).
Furthermore, any left-invariant vector field is uniquely determined by its value £(e) € T.G
at the identity. Indeed, &(a) = (L,-1)x&(a) = T.L&(e) for all @ € G. Thus, XL(G) is
linearly isomorphic to T,G, and the commutator on X, (G) induces a Lie algebra structure
on T.G, which is known as the Lie algebra of the Lie group G and will be denoted
by g.

Analogously, a vector field £ on G is called right-invariant if (R,)x§ = £ for all
a € G. Right-invariant vector fields form a Lie subalgebra Xg(G) of X(G), which is again
isomorphic to g. In particular, we can define a basis (p4) of right-invariant vector fields
on GG by

pala) =T.R.e4
for all a € G, (£.4)4™F being a basis of T,G. Indeed, since R,: G — G is a diffeomorphism
for all a« € G, T.R,: T.G — T,G must be a linear isomorphism for all a € G, so that

(pa(a)) is a basis of T,G for all a € G. It remains to show that the p4’s are right-invariant.
We have

(Ra)xpa(b) = Toa-1 Ry 0 pao Re-1(b)
= (szzflRa o TeRbafl)g.A
= Te(Ra © Rba—1>8./4
= TeRbgA = PA(b)

!'Note that (i) and (ii) imply linearity also in the first argument.
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for all a,b € G, demonstrating that the p4’s are indeed right-invariant. O]

Now, let G be a group of matrices, e.g. GL(m,R) or any of its Lie subgroups, and
let ¢: (R,+) — G a one-parameter subgroup of G generated by a left-invariant vector
field £&. Then, we have (cf. §B.1)

% =£(a(t))
= TeLgp(t)fe
= @(t)fe,

where £, := {(e) € T.G. This equation has a unique solution satisfying the initial
condition ¢(0) = e, which is
p(t) = exp(t&e),

exp denoting the exponential mapping of matrices given by the well-known expression
exp(tA) = 02, t* /k! A* for all matrix A. This argument motivates the following

Definition C.2.6. Let G be a Lie group and g its Lie algebra. The mapping exp: g — G
defined by exp & := ¢(1), where ¢ is the one-parameter subgroup of G with dp/dt|,—g =
&, is called the exponential mapping.

Proposition C.2.7. The exponential mapping is a diffeomorphism from a neighbourhood
of 0 € g to a neighbourhood of e € G. If G is connected and U is an open subset of g
containing 0, then exp U equals G. If G is not connected, then exp U equals the connected
component G¢ of G containing e.

Thanks to the exponential mapping, we can now easily find the relationship between
the Lie groups listed in the previous section and their respective Lie algebras: as a rule,
we shall denote a Lie algebra with the lower-case gothic version of the letter combination
denoting the corresponding Lie group.

As an exercise, we shall compute the Lie algebra so(p, q) of SO(p, ¢), which, by Propo-
sition C.2.7, is the same as the Lie algebra of O(p,q) or SO(p,q)¢. Now, an element
O € SO(p, q) is characterized by the condition O" = O~!, where O denotes the adjoint
(“transpose”) of O with respect to n defined by requiring (0O v,v") = n(v, Ov') for all
v,v" € R™. Then, using the exponential mapping, we certainly have

exp0=1= (expA)" expA = exp(A” + A)

for some A € so(p, q) such that expA = O, | denoting the identity of SO(p,q). Hence,
AT = —A, and we deduce that so(p, q) is the Lie algebra formed by all antisymmetric
(real) matrices. Analogously, we deduce that sl(m,K) is formed by all traceless (real
or complex) matrices, that cso(p,q) = so(p,q) ® R, and ga(m,K) = gl(m,K) & K™
(semi-direct sum), gl(m, K) denoting the Lie algebra of all endomorphisms of K™.

Definition C.2.8. By a real [complex| representation of a Lie algebra W on a real
[complex] (finite-dimensional) vector space V we shall mean a Lie algebra homomorphism
P W — gl(V), gl(V) denoting the Lie algebra of all endomorphism of V. A representation
is said to be faithful if it is injective.
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Proposition C.2.9. Let p: G — G’ be a Lie group homomorphism, and let g and g’
denote the Lie algebras of G and G', respectively. Then, T,p: g — ¢ is a Lie algebra
homomorphism.

Now, for a € G define the mapping Ad,: g — g as Ad, := T.I,, which turns out
to be a Lie algebra homomorphism by virtue of the previous proposition. Moreover,
Ad: G — GL(g) given by Ad(a) := Ad, is a representation of G, called the adjoint
representation of GG. Finally, we define the adjoint representation ad: g — gl(g)
of g as ad := T,Ad. We then have the following important proposition, the proof of
which is straightforward for a matrix group.

Proposition C.2.10. [t holds

adfene = ad(ge) O = [567 77@]

for all &.,me € g.

C.3 Lie group actions on manifolds

Definition C.3.1. A left [right] action of a Lie group G on a manifold M is a smooth
mapping L: G x M — M [R: M x G — M] such that L,oLy = Ly [Ra o Ry = Rba]
and L, = idy; [R. = idy], where Loz := L(a,z) =: a - x [Rex := R(x,a) =: - a] for all
ac€ G, xeM.

A G-manifold is a manifold M together with a left or right action of a Lie group G
on M. Given a left [right] action of a Lie group G on M, by the orbit through a point
z € M we shall mean the set G-z := L(G,x)={s’' e M |JaecG:2'=a-z2}C M
-G :=R(z,G)={2/ ¢ M |3Ja e G:2' =x-a} C M]. Of course, an orbit is an
equivalence class of points in M. Accordingly, the space of orbits of M will be denoted
by M/G.

The action is called transitive if M is one orbit, i.e. for all x,2’ € M there is some
a € G such that a-x = 2’ [x-a = 2']. The action is called free if a-x = a’-z [x-a = z-d'] for
some x € M implies a = o’. Finally, the action is called effective if f/a = Ea/ [Ra = Ra/]
implies a = a'.
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Clifford algebras and spinors

This appendix consists of a summary of the basic concepts of the theory of spinors.

D.1 Clifford algebra, v matrices and spin group

A Clifford algebra C{(V) on a (real) m-dimensional vector space V equipped with a
scalar product (v,v’) — g(v,v") of signature (p,q), p + ¢ = m, is an associative algebra
such that there exists a linear map v from V into a subset of C¢(V) generating C¢(V) and
satisfying the property

Y()y('") + y(0")y(v) = —2g(v, v )e,

e denoting the unit element of C/(V). The Clifford algebra on an m-dimensional vector
space has dimension 2™. It can be realized by an algebra of linear maps of a complex
vector space of dimension 2/0™/2) into itself, I(m/2) denoting the integral part of m/2.
Henceforth, we shall always assume that m is even.

By v matrices we shall mean a set of m such linear maps, represented by matrices,
associated with the vectors of an orthonormal frame of V.

If we denote by (7,) the components of g in such a frame (¢f. §C.1), then the v ma-
trices, which we shall denote by (7,), satisfy the fundamental relation

Ya Vo + VoY = —2Nab, (D.1.1)

where the identity matrix is implied on the right-hand side. We shall also define

1
fyal“.ak = Ef)/[al ot P}/ak] (D12>

In fact, it turns out that we need to consider only antisymmetrized products. This is
because, on applying (D.1.1) iteratively, we find

Ya Vb = Yab — Mab,
Ya Yo Ye = Yabe — NabYe — MocYa + NeaVos
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and so forth. Moreover, substituting the former into the latter relation yields

YabVe + Y Vab = 27abca (D13>

an identity which proves useful in Chapter 4. Furthermore, it can be shown that the
~ matrices satisfy the following properties:

e ifaef0,...,pl,
ji={ e Hactl..p) (D.1.4)
Ya 1fa€{p+1,,p—i—q£m},

‘T’ denoting “transposition” (i.e. adjunction by g) and complex conjugation. From (D.1.1)
and (D.1.4) it follows immediately that, in the particular case (p =1,¢ =m — 1),

YYo= =)

for all a € {1,...,m}.
Finally, by the spin group Spin(p,q) we shall mean the (Lie) subgroup of GL(m, C)
consisting of those elements S such that there exists an L € SO(p, q) satisfying

S7aS™Y = Ly, (D.1.5a)

L = ||L,°||, and such that
det(S) = 1. (D.1.5b)

Relations (D.1.5) define an epimorphism from Spin(p, ¢) onto SO(p, ¢). It can be shown
that Spin(p, q) [Spin(p, ¢)¢] is the twofold covering of SO(p, q) [SO(p, q)¢], the superscript e
denoting the connected component with the unit. In particular, Spin(p,q)¢ is simply
connected.

The Lie group epimorphism A: Spin(p, ¢)¢ — SO(p, ¢)¢ induces a Lie algebra isomor-
phism A" := T_A: spin(p, q) — so(p,q). On differentiating (D.1.5a) and taking (D.1.50)
into account, we find that (A’)~1(A) is given by

1

(A)7H(A) = —ZAab%b (D.1.6)

for all A € s0(p,q), A = ||A% =: A%n,.||.

D.2 Spin structures and spinors

Definition D.2.1. Let (M, g) denote a (pseudo-) Riemannian manifold, i.e. a mani-
fold M equipped with a metric tensor g of signature (p, q) (cf. §B.1). A spin structure

on (M, g) is a pair (Spin(M, g), A), where

(i) Spin(M, g) is principal bundle over M with structure group Spin(p, ¢)¢ called the
spin bundle;

(1) A: Spin(M, g) — SO(M, ¢) is a principal morphism with respect to the Lie group
epimorphism A: Spin(p, ¢)¢ — SO(p, ¢), i.e. the following diagrams are commuta-
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tive:

Spin(M, g)

Note that there are topological obstructions for a (pseudo-) Riemannian manifold
(M, g) to be a spin manifold, i.e. for (M, g) to admit a spin structure (cf., e.g., Lawson
& Michelsohn 1989). In the rest of this thesis, we shall tacitly assume that all manifolds
under consideration satisfy all the conditions required for this to be possible. Indeed, for
m = 4 these conditions are satisfied by all physically admissible space-times.

Also, in Chapter 4 we shall give a slightly different definition of a spin structure,
which avoids any reference to a metric g on M, and is hence more suitable for general
relativity, where the metric is supposed not to be given a priori, but to be determined a
posteriori by Einstein’s field equations.

Definition D.2.2. Let 4 be the linear representation of Spin(p, ¢)¢ on the vector space
C™, p+ q = m, induced by a given choice of v matrices. By a spinor field (or, more
precisely, a spin-vector field) we shall mean a section v of the associated vector bundle
Spin(M, g)5 := Spin(M, g) x5 C™.

Now, let h: C™ x C™ — C be the A-invariant scalar product on C™ given by
h(7(S)v,5(S)v") = h(v,v’) for all S € Spin(p, q)¢, v,v' € C™. Denote by v +— ¥ the
anti-isomorphism C™ — (C™)* induced by h defined by v’ = h(v,v’). If ¥ is a spin-
vector field, the spin-covector field ) given by (z) = 1 (x) for all z € M is called the
Dirac adjoint of v. In the case (p = 1,¢ = m — 1), ¥(z) locally reads

b(x) = P ()0, (D.2.1)

where, as usual, ¥'(x) stands for (¢(x))'.

We can also define the spinor connection @, understood as a spin(p, ¢)-valued 1-form
on Spin(M, g), corresponding to a given principal connection w on SO(M, g), understood
as a 50(p, ¢)-valued 1-form on SO(M, g) (cf. §1.5), as

= (Ao A*w. (D.2.2)
By virtue of (D.1.6), the components (@,) of @ then read

. 1,
Op = — 7w  Nabs (D.2.3)

(w%, =: w®,m.) denoting the components of w (¢f. §1.5.1). From identity (D.2.3) it
follows that the local expressions of the covariant derivative of a spinor and its Dirac
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adjoint are

1
Vu¢ = au¢ - Zwabu'yab@ba (D24>

~ — ~ 1~
Vuw = V;ﬂ/) = a!ﬂﬁ + iwwab,u’yab-

D.3 2-spinors

Throughout this section, M will denote a 4-dimensional spin manifold. Now, in the case
m = 4, we have the notable Lie group isomorphism Spin(1,3)¢ = SL(2,C), and the
corresponding Lie algebra isomorphism spin(1,3) = sl(2,C). Therefore, the following
definition makes sense.

Definition D.3.1. Let A be the standard action of SL(2,C) on the vector space C%. By
a 2-spinor field (or, more precisely, a 2-spin-vector field) we shall mean a section ¢
of the associated vector bundle S(M, g) := Spin(M, g) x C2.

From S(M, g) we can construct in a canonical fashion three more bundles. Indeed,
let S(M,g)¢ := S(M,g) ® C be the complexification of S(M,g). On S(M, g)® there
is a conjugation defined, and we let S(M,g) be the conjugate of S(M,g) in S(M, g)C.
Finally, we let S*(M,g) and S*(M,g) denote the (complex-linear) duals of the vector
bundles S(M, g) and S(M, g), respectively.

A (4-) spinor field ¢ can be then represented by a pair (¢, ¢') formed by 2-spinor
fields ¢ and ¢/, sections of S(M,g) and S(M, g), respectively. We refer to Penrose &
Rindler (1984, 1986) for more detail. Here, we shall just mention the notable vector
bundle isomorphisms TM® := TM @ C = S(M,g) ® S(M, g) and TM = Re(S(M, g) ®
S(M, g)), induced by the group epimorphism A: Spin(1,3)¢ = SL(2, C) — SO(1, 3)¢ and
the isomorphism C* 22 C2@ C2. In local anholonomic coordinates, we can represent these
vector bundle isomorphisms by means of the (globally invariant, hermitian) Infeld-van
der Waerden symbols (0%44/) as v* = 0440 (cf. §1.1), or simply as v® = v44" with the
standard identification a < AA’, where 744" := v44” = vA4 for the latter isomorphism.
Observe that, here, TM® and TM are tacitly regarded as vector bundles associated with
SO(M, g), not LM (cf. §1.4 and Example 1.10.15): this fact has crucial implications for
the theory of Lie derivatives (c¢f. Remark 2.1.5 and §2.7.1).

Finally, note, that owing to its 2-dimensionality, there is—modulo rescalings—only
one symplectic (i.e. closed non-degenerate) 2-form € on S(M, g), whose components will
be denoted by (¢45). We shall also set e4p = Eap, as customary. The 2-forms e
and £ induce an inner product on S(M,g) and S(M, g), respectively, and we shall use
the standard conventions

qu = QZ5B€BA and €AC€BC = €BA = (5AB.

With these conventions, Clifford equation (D.1.1) can be recast into the form

A A A Al A
04 A0y B+ 0y 40, B= —EB" Nab-

148



Bibliography

Abraham, R., Marsden, J. E. & Ratiu, T. (1989). Manifolds, tensor analysis, and appli-
cations. Applied Mathematical Sciences 75. New York: Springer-Verlag, 2nd ed.

Allemandi, G., Francaviglia, M. & Raiteri, M. (2001). ‘The first law of isolated horizons
via Noether theorem’. E-print: arXiv:gr-qc/0110104.

Arnowitt, R., Deser, S. & Misner, C. W. (1959). ‘Dynamical structure and definition of
energy in general relativity’. Phys. Rev. (2) 116, 1322-30.

Arnowitt, R., Deser, S. & Misner, C. W. (1960). ‘Canonical variables for general relativ-
ity’. Phys. Rev. (2) 117, 1595-1602.

Arnowitt, R., Deser, S. & Misner, C. W. (1962). ‘The dynamics of general relativity’.
In L. Witten (Ed.), Gravitation: an introduction to current research, pp. 227-65. New
York: Wiley.

Atiyah, M. F. (1979). Geometry of Yang-Mills fields. Lezioni Fermiane. Pisa: Scuola
Normale Superiore.

Barnich, G. & Brandt, F. (2002). ‘Covariant theory of asymptotic symmetries, conserva-
tion laws and central charges’. Nuclear Phys. B 633(1-2), 3-82.

Belinfante, F. J. (1940). ‘On the current and the density of the electric charge, the energy,
the linear momentum and the angular momentum of arbitrary fields’. Physica 7, 449—
74.

Binz, E. & Pferschy, R. (1983). ‘The Dirac operator and the change of the metric’. C. R.
Math. Rep. Acad. Sci. Canada 5(6), 269-74.

Bourbaki, N. (1967). Variétés differentielles et analytiques. Fascicule de résultats 33.
Paris: Hermann.

Bourguignon, J.-P. & Gauduchon, P. (1992). ‘Spineurs, opérateurs de Dirac et variations
de métriques’. Comm. Math. Phys. 144(3), 581-99.

Buchdahl, H. A. (1989). ‘On the compatibility of relativistic wave-equations in Riemann-
Cartan spaces’. J. Math. Phys. 30(3), 700-5.

Buchdahl, H. A. (1992). ‘On gauge-invariant and phase-invariant spinor analysis. II.

J. Math. Phys. 33(1), 64-7.

149



Bibliography

Cattaneo-Gasparini, 1. (1963). ‘Connessioni adattate a una struttura quasi prodotto’.
Ann. Mat. Pura Appl. (4) 63, 133-50.

Choquet-Bruhat, Y. (1987). ‘Spin 1/2 fields in arbitrary dimensions and the Einstein-
Cartan theory’. In W. Rindler & A. Trautman (Eds.), Gravitation and geometry.
A wvolume in honour of Ivor Robinson, Monogr. Textbooks Phys. Sci. 4, pp. 83-106.
Napoli: Bibliopolis.

Choquet-Bruhat, Y. & DeWitt-Morette, C. (1989). Analysis, manifolds, and physics.
Part I1I: 92 applications. Amsterdam: Elsevier.

Delaney, P. (1993). ‘Spinors and symmetries’. MSc thesis, National University of Treland.

d’Inverno, R. A. & Smallwood, J. (1980). ‘Covariant 2+ 2 formulation of the initial value
problem in general relativity’. Phys. Rev. D (3) 22(6), 1233-47.

d’'Inverno, R. A. & Stachel, J. (1978). ‘Conformal two-structure as the gravitational
degrees of freedom in general relativity’. J. Math. Phys. 19(12), 2447-60.

Dougan, A. & Mason, L. (1991). ‘Quasilocal mass constructions with positive energy’.
Phys. Rev. Lett. 67(16), 2119-22.

Eck, D. J. (1981). ‘Gauge-natural bundles and generalized gauge theories’. Mem. Amer.
Math. Soc. 33(247).

Einstein, A. (1916). ‘Hamiltonsches Prinzip und allgemeine Relativitdtstheorie’. Kdnigl.
Preuf. Akad. Wiss. (Berlin). Sitzungsber., 1111-6.

Epp, R. J. (1995). ‘The symplectic structure of general relativity the double-null (2+2)
formalism’. E-print: arXiv:gr-qc/9511060.

Epstein, D. B. A. & Thurston, W. P. (1979). ‘Transformation groups and natural bundles’.
Proc. London Math. Soc. (3) 38(2), 219-36.

Fatibene, L. (1999). Formalismo gauge-naturale per le teorie di campo classiche. Tesi di
Dottorato, Universita degli Studi di Torino.

Fatibene, L., Ferraris, M., Francaviglia, M. & Godina, M. (1996). ‘A geometric definition
of Lie derivative for spinor fields’. In J. Janyska, I. Kolar & J. Slovak (Eds.), Proc. 6th
International Conference on Differential Geometry and its Applications (Brno, 1995),
pp. 549-58. Brno: Masaryk University.

Fatibene, L., Ferraris, M., Francaviglia, M. & Godina, M. (1998). ‘Gauge formalism for
general relativity and fermionic matter’. Gen. Rel. Grav. 30(9), 1371-89.

Fatibene, L., Ferraris, M., Francaviglia, M. & Raiteri, M. (1999a). ‘Remarks on conserved
quantities and entropy of BTZ black hole solutions. Part I: the general setting’. Phys.
Rev. D 60, 124012.

Fatibene, L., Ferraris, M., Francaviglia, M. & Raiteri, M. (1999b). ‘Remarks on conserved
quantities and entropy of BTZ black hole solutions. Part II: BCEA theory’. Phys.
Rev. D 60, 124013.

150



Bibliography

Fatibene, L., Ferraris, M., Francaviglia, M. & Raiteri, M. (2000). ‘The entropy of the
Taub-Bolt solution’. Ann. Physics 284(2), 197-214.

Fatibene, L. & Francaviglia, M. (1998). ‘Deformations of spin structures and gravity’.
Acta Phys. Polon. B 29(4), 915-28.

Fatibene, L. & Francaviglia, M. (2001). ‘Natural and gauge-natural field theories’. In
Geometry Seminars, 2000 (Bologna, 1999/2000), pp. 123-50. Bologna: Univ. Stud.
Bologna.

Fatibene, L., Francaviglia, M. & Palese, M. (2001). ‘Conservation laws and variational
sequences in gauge-natural theories’. Math. Proc. Cambridge Philos. Soc. 130(3), 555—
69.

Fava, F. (1968). ‘Distribuzioni e strutture indotte’. Atti Accad. Sci. Torino CI. Sci. Fis.
Mat. Natur. 102, 93-120.

Ferraris, M. & Francaviglia, M. (1983a). ‘A constructive approach to bundles of geometric
objects on a differentiable manifold’. J. Math. Phys. 24(1), 120-4.

Ferraris, M. & Francaviglia, M. (1983b). ‘On the global structure of Lagrangian and
Hamiltonian formalisms in higher order calculus of variations’. In M. Modugno (Ed.),
Proceedings of the international meeting on geometry and physics (Florence, 1982), pp.
43-70. Bologna: Pitagora Editrice.

Ferraris, M. & Francaviglia, M. (1990). ‘Covariant first-order Lagrangians, energy-density
and superpotentials in general relativity’. Gen. Rel. Grav. 22(9), 965-85.

Ferraris, M., Francaviglia, M. & Mottini, M. (1994). ‘Conserved quantities of the gravi-
tational field in tetrad notation’. Rend. Mat. Appl. (7) 14(3), 457-81.

Ferraris, M., Francaviglia, M. & Robutti, O. (1986). ‘Energy and superpotentials in
gravitational field theories’. In M. Modugno (Ed.), Atti del 6° Convegno Nazionale di
Relativita Generale e Fisica della Gravitazione, pp. 137-50. Bologna: Pitagora Editrice.

Ferraris, M., Francaviglia, M. & Robutti, O. (1987). ‘On the notion of energy and the
existence of superpotentials in gravitational theories’. In Y. Choquet-Bruhat, B. Coll,
R. Kramer & A. Lichnerowicz (Eds.), Géométrie et physique, Proc. Journées Rela-
tivistes (Marseille, 1985), pp. 112-25. Paris: Hermann.

Francaviglia, M. (1990). Relativistic theories (the variational formulation). Lectures given
at the 13th Summer School in Mathematical Physics (Ravello, 1988). Roma: Quaderni
del C.N.R.

Giachetta, G., Mangiarotti, L. & Sardanashvily, G. (1997). New Lagrangian and Hamil-
tonian methods in field theory. Singapore: World Scientific.

Gladush, V. D. & Konoplya, R. A. (1999). ‘Split structures in general relativity and the
Kaluza-Klein theories’. J. Math. Phys. 40(2), 955-79.

151



Bibliography

Godina, M. & Matteucci, P. (2002). ‘Reductive G-structures and Lie derivatives’. E-print:
arXiv:math.DG/0201235. J. Geom. Phys. (to appear).

Godina, M., Matteucci, P., Fatibene, L. & Francaviglia, M. (2000). ‘T'wo-spinor formu-
lation of first order gravity coupled to Dirac fields’. Gen. Rel. Grav. 32(1), 145-59.

Godina, M., Matteucci, P. & Vickers, J. A. (2001). ‘Metric-affine gravity and the Nester-
Witten 2-form’. J. Geom. Phys. 39(4), 265-75.

Godlewski, P. (2002). ‘Bitetrad as geometrodynamical variable for GL(2, C)-invariant
models of mutually interacting gravitational and bispinor fields’. Rep. Math. Phys.
49(1), 39-62.

Gotay, M. J. (1991a). ‘A multisymplectic framework for classical field theory and the
calculus of variations. I. Covariant Hamiltonian formalism’. In M. Francaviglia (Ed.),
Mechanics, analysis and geometry: 200 years after Lagrange, North-Holland Delta Ser-.,
pp- 203-235. Amsterdam: North-Holland.

Gotay, M. J. (1991b). ‘A multisymplectic framework for classical field theory and the
calculus of variations. II. Space + time decomposition’. Differential Geom. Appl. 1(4),
375-90.

Gotay, M. J., Isenberg, J. & Marsden, J. E. (1998). ‘Momentum maps and clas-
sical relativistic fields. Part I: Covariant field theory’. E-print: arXiv:physics.
math-ph/9801019.

Gotay, M. J., Isenberg, J. & Marsden, J. E. (1999). ‘Momentum maps and classical
relativistic fields. Part II: Canonical Analysis of Field Theories’. Unpublished lecture
notes.

Gotay, M. J. & Marsden, J. E. (1992). ‘Stress-energy-momentum tensors and the
Belinfante-Rosenfeld formula’. Contemp. Math. 132, 367-91.

Gray, A. (1967). ‘Pseudo-Riemannian almost product manifolds and submersions’.
J. Math. Mech. 16, 715-37.

Greub, W. & Petry, H-R. (1978). ‘On the lifting of structure groups’. In Differential ge-
ometrical methods in mathematical physics, II (Proc. Conf., Univ. Bonn, Bonn, 1977),
Lecture Notes in Math. 676, pp. 217-46. Berlin: Springer-Verlag.

Haefliger, A. (1956). ‘Sur I'extension du groupe structural d’un espace fibré’. C. R. Acad.
Sci. Paris 243, 558—-60.

Hayward, S. A. (1993). ‘Dual-null dynamics’. Ann. Inst. H. Poincaré. Phys. Théor.
59(4), 399-419.

Hehl, F. W., McCrea, J. D., Mielke, E. W. & Ne’eman, Y. (1995). ‘Metric-affine gauge
theory of gravity: field equations, Noether identities, world spinors, and breaking of
dilation invariance’. Phys. Rep. 258, 1-171.

152



Bibliography

Huggett, S. A. & Tod, K. P. (1994). An introduction to twistor theory. London Math.
Soc. Student Texts 4. Cambridge: Cambridge University Press, 2nd ed.

Janyska, J. & Kolaf, I. (1982). ‘Lie derivatives on vector bundles’. In O. Kowalski (Ed.),
Proceedings of the Conference on Differential Geometry and its Applications (Nové
Meésto na Moravé, 1980), pp. 111-6. Prague: Univ. Karlova.

Katz, J. (1985). ‘A note on Komar’s anomalous factor’. Class. Quantum Grav. 2(3),
423-5.

Kijowski, J. (1978). ‘On a new variational principle in general relativity and the energy
of the gravitational field’. Gen. Rel. Grav. 9(10), 857-77.

Kijowski, J. & Tulezyjew, W. M. (1979). A symplectic framework for field theories.
Lecture Notes in Physics 107. Berlin: Springer-Verlag.

Kobayashi, S. (1972). Transformation groups in differential geometry. Berlin: Springer-
Verlag.

Kobayashi, S. & Nomizu, K. (1963). Foundations of differential geometry, vol. 1. New
York: Wiley.

Kobayashi, S. & Nomizu, K. (1969). Foundations of differential geometry, vol. 11. New
York: Wiley.

Kolér, 1., Michor, P. W. & Slovak, J. (1993). Natural operations in differential geometry.
Berlin: Springer-Verlag.

Kolér, I. (1082). ‘On the second tangent bundle and generalized Lie derivatives’. Tensor

(N.S.) 38, 98-102.

Komar, A. (1959). ‘Covariant conservation laws in general relativity’. Phys. Rev. 113,
934-6.

Kosmann, Y. (1966). ‘Dérivées de Lie des spineurs’. C. R. Acad. Sci. Paris Sér. A-B
262, A289-92.

Kosmann, Y. (1972). ‘Dérivées de Lie des spineurs’. Ann. Mat. Pura Appl. (4) 91,
317-95.

Krupka, D. (1974). ‘Of the structure of the Euler mapping’. Arch. Math. (Brno) 10(1),
25-61.

Krupka, D. & Musilova, J. (1998). ‘Trivial Lagrangians in field theory’. Differential
Geom. Appl. 9(3), 293-305. Erratum: [bid. 10(3), 303, 1999.

Lawson, Jr., H. B. & Michelsohn, M.-L. (1989). Spin geometry. Princeton Mathematical
Series 38. Princeton: Princeton University Press.

Lichnerowicz, A. (1963). ‘Spineurs harmoniques’. C. R. Acad. Sci. Paris 257, 7-9.

153



Bibliography

Lichnerowicz, A. (1964). ‘Champ de Dirac, champ du neutrino et transformations C, P,
T sur un espace-temps courbe’. Ann. Inst. H. Poincaré Sect. A (N.S.) 1(3), 233-90.

Ludvigsen, M. & Vickers, J. A. G. (1983). ‘Momentum, angular momentum and their
quasi-local null surface extensions’. J. Phys. A: Math. Gen. 16, 1155-68.

Mann, R. B., Potvin, G. & Raiteri, M. (2000). ‘Energy for N-body motion in two
dimensional gravity’. Class. Quantum Grav. 17(23), 4941-58.

Mason, L. J. & Frauendiener, J. (1990). ‘The Sparling 3-form, Ashtekar variables and
quasi-local mass’. In T. N. Bailey & R. J. Baston (Eds.), Twistors in mathematics and
physics, London Math. Soc. Lecture Notes 156, pp. 189-217. Cambridge: Cambridge
University Press.

Matteucci, P. (2002). ‘Einstein-Dirac theory on gauge-natural bundles’. E-print:
arXiv:gr-qc/0201079. Rep. Math. Phys. (to appear).

Matteucci, P. & Vickers, J. A. (2003). ‘Multisymplectic derivation of bi-instantaneous
dynamics’. In preparation.

Nester, J. M. (1981). ‘A new gravitational energy expression with a simple positivity
proof’. Phys. Lett. 83A, 241-2.

Nijenhuis, A. (1972). ‘Natural bundles and their general properties. Geometric objects
revisited’. In Differential geometry (in honor of Kentaro Yano), pp. 317-34. Tokyo:
Kinokuniya.

Noether, E. (1918). ‘Invariante Variationsprobleme’. Nachr. v. d. Ges. d. Wiss. zu
Gottingen, 235-57.

Penrose, R. & Rindler, W. (1984). Spinors and space-time. Vol. 1: Two-spinor calculus
and relativistic fields. Cambridge: Cambridge University Press.

Penrose, R. & Rindler, W. (1986). Spinors and space-time. Vol. 2: Spinor and twistor
methods in space-time geometry. Cambridge: Cambridge University Press.

Plymen, R. J. & Westbury, B. W. (1987). ‘Complex conformal rescaling and spin-
structure’. Bull. London Math. Soc. 19(4), 363-70.

Raiteri, M. (2000). Dual Lagrangians and conserved quantities in relativistic field theories.
Tesi di Dottorato, Universita degli Studi di Torino.

Robutti, O. (1984). Tensori energetici e superpotenziali nelle teorie geometriche di campo.
Tesi di Laurea, Universita degli Studi di Torino.

Rosen, N. (1940). ‘General relativity and flat space. I'. Phys. Rev. 57, 147-50.

Rosenfeld, L. (1940). ‘Sur le tenseur d’impulsion-énergie’. Acad. Roy. Belgique. CI. Sci.
Mém. Coll. in 8° 18(6).

Salvioli, S. E. (1972). ‘On the theory of geometric objects’. J. Diff. Geom. 7, 257-78.

154



Bibliography

Saunders, D. J. (1989). The geometry of jet bundles. London Math. Soc. Lecture Notes
142. Cambridge: Cambridge University Press.

Schouten, J. A. (1954). Ricci-calculus. An introduction to tensor analysis and its ge-
ometrical applications. Grundlehren der Mathematischen Wissenschaften 10. Berlin:
Springer-Verlag, 2nd ed.

Stawianowski, J. J. (1996). ‘U(2,2)-invariant spinorial geometrodynamics’. Rep. Math.
Phys. 38(3), 375-97.

Smallwood, J. (1983). ‘Orthogonal 2 4+ 2 decomposition of space-time’. J. Math. Phys.
24(3), 599-605.

Steenrod, N. (1951). The topology of fibre bundles. Princeton Mathematical Series 14.
Princeton: Princeton University Press.

Swift, S. T. (1988). Spinors, embeddings and gravity. PhD thesis, University of Southamp-
ton.

Trautman, A. (1972). ‘Invariance of Lagrangian systems’. In L. O’Raifeartaigh (Ed.),
General relativity. Papers in honour of J. L. Synge, pp. 85-99. Oxford: Clarendon
Press.

Trautman, A. (1980). ‘Fiber bundles, gauge fields, and gravitation’. In A. Held (Ed.),
General relativity and gravitation. One hundred years after the birth of Albert Einstein,
vol. 1, pp. 287-308. New York: Plenum Press.

van den Heuvel, B. M. (1994). ‘Energy-momentum conservation in gauge theories’.
J. Math. Phys. 35(4), 1668-87.

Wald, R. M. (1984). General relativity. Chicago: The University of Chicago Press.

Walker, A. G. (1955). ‘Connexions for parallel distributions in the large’. Quart. J. Math.,
Ozford Ser. (2) 6, 301-8.

Walker, A. G. (1958). ‘Connexions for parallel distributions in the large. II'. Quart.
J. Math., Ozford Ser. (2) 9, 221-31.

Weinberg, S. (1972). Gravitation and cosmology: principles and applications of the general
theory of relativity. New York: Wiley.

Woodhouse, N. M. J. (1991). Geometric quantization. Oxford: Oxford University Press,
2nd ed.

Yano, K. (1957). The theory of Lie derivatives and its applications. Amsterdam: North-
Holland.

Yano, K. (1963). ‘On a structure defined by a tensor field f of type (1,1) satisfying
2+ f=0. Tensor (N.S.) 14, 99-109.

Yano, K. & Kon, M. (1984). Structures on manifolds. Singapore: World Scientific.

155






